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ABSTRACT

The unprecedented growth of information in recent years has pre-
cipitated extensive research. The bulk of this work has been centered
on information systems which have been conceived, developed, and imple-
mented to cope with the problems associated with the information
"explosion." This study fits into the broad area of research on
information-processing and decision-making.

The individual user of information is & vital element in any informa-
tion system, formal or informal. The impetus for this study emerged {rom
an apparent neglect, or, at best, superficial understanding of the indi-
vidual's information-processing behavior in the context of problem
solving.

The overall objective of the study is an exploratory investigation
of the possible correlates of individual information-processing which
takes place in solving technical tasks associated with research and
development projects and programs.‘ ﬁore specifically, the effort is
intended to seek out the apparently important variables relating to
information-processing, the individual, and the task within a given
environment; link these variables into a conceptual analytical structure;
and then investigate the existence of relationships amcng the variables
via a field study.

| The study consists of four separate, but interrelated phases.“/ahe

first concerns the identification and evaluation of applicable research

foundations. The three mainstreams of research drawn from are the decision-

making process, individﬁal thinking processes, and information processing.

xi



The second phase involves the development of a conceptual system
of variagbles for use in identifying potential relationships and
investigating them empirically. Variables are identified from the domains
of the individual, task, and individual/task interaction which appear
promising as potential correlates of information-processing. A second
set of variables is identified within the information-processing phases
of search, evaluation, and integration of information into the decision.

The third phase deals with the specific methodelogy utiiized in
the study. The Aerospace Research Applications Center at Indiana
University provides a research site which offers the many advantages of
a quasi-controlled laboratory experiment and yet seems to overcome many
of the limitations inherent in studies utilizing college students.

The final phase concerns the analysis of the empirical data of the
study utilizing canonical analysis and a discussion of the results ob-
tained in the study.

The results of the research are quite encouraging. The conceptual
system of variables appears to be highly associated, with certain variables
playing more important roles in the system than others. In particular,

" an individual's information-processing efficiency, his image state (state
of knowledge) for a particular task, his risk-taking propensity, and the
result rating of the task (in terms of meeting specified objectives and
constraints) appear to impinge rather significantly upon the set of
variables in the information-processing domain. These variables represent
the individual, task, and interaction domains. Those from the individual
domain seem to be the stronger correlates of information-processing.

xii



Thus, the objectives of the exploratory study were accomplished in
that certain apparently important variables relating to information-
processing, the individual, and the task (within the given environment)
were identified, and the existence of inter-relationships indicated
between the independent and dependent variable sets.

The results of the study are not operational in that they can be
moved intact to some immediate area of application. Rather, they provide
a group of findings that can form a base for further research and develop-
ment. The current state of knowledge on individual information-processing
is limited and, at best, this study provides a modest insight into an

extremely complex area. The need for further research is apparent.
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CHAPTER 1

INTRODUCTION

The main thrust of the research discussed in this and the following
chapters is an exploratory investigation of individual information-
processing and decision-making. In this introductory chapter the study
is linked to the rest of the world in a sequence beginning with an
examination of the role of information in our technological society. A
brief look is taken at the phenomenon which has been called the "informa-
tion explosion." The problem areas which provide the impetus for the
present study are discussed. The approach which was taken to gain in-
sights into these problem areas is outlined. Finally, the organization
of the investigation is discussed in the sequence of the remaining

chapters.

NATURE OF THE PROBLEM

Information and Our Society

Our modern technological society is based upon information. Informa-
tion is the cornerstone of our world.l Information in this context is
closely linked to knowledge as Machlup indicates:

"Linguistically, the difference between knowledge and infor-

mation lies chiefly in the verb form: to inform is an activity
by which knowledge is conveyed; to know may be the resuit of

ICharles R. DeCarlo, "Perspectives on Technology," Technclogy and
Social Change, ed. Eli Ginzberg (New York: Columbia University Press,

1964), p. 13.




having been informed. 'Information' as the act of informing is

designed to produce a state of knowing in someone's mind.

'Information' as that which is being communicated becomes

identical with 'knowledge' in the sense of that which is known.

Thus, the difference lies not in the nouns when they refer to

what one knows or is informed about; it lies in the nouns only

when they are to refer to the act of informing and the state

of knowing, respectively. It hagpens that information is not

often used in the latter sense."

The generation, communication, and application of knowledge, in the
dynamic sense that Machlup uses to define it, refers to information as
knowledge; but some may argue that information, in the broadest sense,
forms only a vital part of knowledge.3 However, in either sense the key
role of information in our society seems clear.

The so called "information explosion" provides the next point of
reference in linking this study with related research. The nation's store
of scientific and technical information is growing at an exponential rate.
A shortage of scientists and engineers exists in many fields. Expendi-
tures for research and development (R & D) have grown from less than
$5 billion in the early 1950's to an estimated $23 billion in 1966.4
This reservoir of technology represents a significant potential if R& D

results can be transferred into applications other than those for which

the work was originally intended. The complexities of modern technology

“Fritz Machlup, The Production and Distribution of Knowledge in the
United States (Princeton, N. J.: Princeton University Press, 19627: p. 15

3For example, see Rowena W. Swanson, Information System Networks—-
Let's Profit from What We Know, AFOSR 66-0873 (Arlington, Va.: U.S. Air
Force, Office of Aerospace Research, June, 1966), p. 1. She suggests
that knowledge is produced through the use of information but does not
want to equate the two.

“ictor 4. Danilov, "1966 I-R Forecast: $23-billion for Research,"
Industrial Research (January, 1966), p. 32.
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increase the possibility of duplicative efforts. The information
"explosion" in science and technology is indicative of a similar trend
in virtually all fields.

Dr. Harold Wooster of the United States Air Force has made an
interesting (and somewhat frightening) observation on the potential
dangers of the information growth curve by indicating that "the curve
bears a striking similarity to the first half of the growth curve for a
bacterial colony--before it starts poisoning itself with its own waste
products."? Murray has captured the spirit of the problems of the
exponential growth of information in the following:

"In order to emphasize the problem, it is worthwhile to cite
some figures. The rate at which technical documents are pro-
duced at the present time is estimated to be well over 500,000
per year. In every 24-hour period approximately 20,000,000
words of technical information are being recorded. A reader
capable of reading 1,000 words per minute would require 13
months, reading 8 hours every day, to get through 1 day's
technical output, and at the end of that period, he would have
fallen 53 years behind in his reading! Even in attempting to
read the portion of the literature in a single subject field
such as chemistry, he would find himself falling behind an
estimated 850,000 pages per year. This production rate of
scientific information will undoubtedly increase as countries
such as China and India begin Zo produce technical work
commensurate with their size."

The critical problems brought about in recent years by the informa-
tion explosion have not been neglected. On the contrary, these areas

of concern have precipitated extensive research along with the emergence

{
SWilliam S. Beller, "National Information Program Impends," Missiles
and Rockets (November 1, 1965), p. 18.

6Hubert J. Murray, Jr., Methods for Satisfying the Needs of the
Scientist and the Engineer for Scientific and Technical Information,
Report No. RSIC-510 (Redstone Arsenal, Ala.: Redstone Scientific
Information Center, January, 1966), p. 1.
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of a new discipline known as "information science." Research as well as
applicational efforts are being carried on by the federal govermment,

the information industry, universities, and research institutes. For
example, the National Science Foundation estimates that over $354 million
was spent in Fiscal Year 1966 by the federal government for the collection

of general-purpose technical information.7

Information Systems

Information systems have been conceived, developed, and implemented
to cope with the problems of information growth. Information systems are
the result of the application of information science principles and con-
cepts. Borko defines an information system as a collection of recorded
information, custodians who organize and maintain the collection, a pro-
cedure for retrieving the information, and the users who utilize the
information base to satisfy a variety of needs.8

The problems of storing, handling, retrieving, and using informa-~
tion are currently gaining widespread attention by governmental agencies,
computer manufacturers, individual firms and others. A major portion of
the research on information has been directed toward the formulation and

design of formal information systems. Various systems have been developed

7Richard L. Lesher and George J. Howick, Background, Guidelines, and
Recommendations for Use in Assessing Effective Means of Channeling New

Technologies in Promising Directions. Report prepared for the National
Commission on Technology, Automation, and Economic Progress (Washington,
D.C.: National Aeronautics and Space Administration, November, 1965),
p' A"M-

8

H. Borko, The Conceptual Foundations of Information S stems, SP-2057
(Santa Monica, Calif.: System Development Corporation, May 6, 1965), p. 5.




to cope with the range of problems involved in processing information.
Extensive research has been accomplished on information indexing systems,
computerized retrieval of information, automated processing of informa-
tion, and related areas.9

A vital element in any information system (formal or informal) is
the individual user of information. The ultimate purpose of an informa-
tion system is to effectively link the user with the appropriate base of
information in such a way that information needs can be matched with
relevant information. Information use in the context of the present
study is related to problem solving efforts in contrast to information
for the purpose of extending an individual's general store of knowledge.

While the individual user of information has been the subject of
several research efforts, a relatively small body of knowledge has been
developed relative to the task-oriented information-processing activities
of individual technical people in terms of the influences on what informa-
tion is sought, what the problem solver does with the information, and
the relationship of this information to the results achieved by the
problem solver.

Technical problem solving can be viewed as a processing system
through which information inputs are transformed into new information.
In this context the individual scientist or engineer is an information

processor. He obtains, evaluates, utilizes, transforms, and generates

9Lawrence Berul, Information Storage and Retrieval, A State of the
Art Report, PR 7500-145 (Philadelphia: Auerbach Corporation, September
14, 1964).




information.lo Individual information-processing in this context pro-

vides the specific focus of this research.

Questions of Interest

The questions of direct interest in the study are those relating
to the individual user of information in his role as a decision maker or
problem solver. If a better understanding is to be gained concerning
the information-processing activities of the individual problem solver,
answers to the following questions are needed: What characteristics of
the individual and the task influence his information-processing
behavior? What are the important elements of individual information-
processing? Can the complexities of the individual, the task, and his
resulting information-processing activities be abstracted into a con-~
ceptual model which will be useful in describing individual information-
processing? What are the important variables involved in the process
and how are they related?

A detailed investigation of these questions, such that inferences
across a large population might be made, would require a large-scale
program of research. Such an effort is in excess of the time and
financial constraints of this investigation. In view of this constraint
the strategy selected was that of conducting an exploratory study aimed
at identifying variables and uncovering promising avenues which might
provide foundations for more precise evaluation in follow-on research

efforts.

10puerbach Corporation, Interview Guide Handbook (Philadelphia:

Auerbach Corporation, July 2, 1964), p. 3.
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STUDY OBJECTIVES

Purpose

The concern of this study was not with arriving at the best, most
rational way of processing information by the individual. Rather, the
intent of the research was to gain insights, and hopefully some new
concepts, which would help to describe how the individual does, in fact,
process information. The study represents an attempt to look at

information-processing from the point of view of the individual user of

information in the context of his problem solving efforts. The effort
was directed toward gaining a better underétanding of the information-
processing characteristics of individual technical people rather than
devising ways of improving the process.

The objective of the investigation was to conduct an exploratory
study on the informatiop—processing behavior of individuals during the
process of solving technical tasks or problems. In particular the research
sought to identify information-processing variables in the phases of
search, receipt, evaluation, and integration of information during the
process of solving technical tasks associated with research and develop-
ment projects and programs. The existence of problems requiring
solutions was taken as given. The task span of interest ranged from the
identification of a task through time to the completion of the task. The
study involved a process (over time) viewpoint of individual information-
processing.

The intent of the research was to build upon existing concepts and

research foundations as well as to develop new insights into individual
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information-processing in a scientific and technical research and
development environment. Specifically the effort was concentrated on:

1. Identifying certain potentially important variables
relating to information-processing, the individual, and
the task within a given enviromment.

2. Developing a conceptual analytical structure linking
information-processing characteristics to those characteristics
pertaining to the individual and the task.

3. Formulating and investigating via an empirical study, the
existence of interrelationships among dependent information-

processing variables and independent individual and task
variables.

Study Applications

The results of this study eould contribute to further research in
a number of areas. Several of the more important potential applications
are indicated below.

Considering the apparent linkage between information-processing
and decision-making, a better understanding of individual information-
processing could contribute useful findings to the broad body of research
on decision-making.

In order to design an improved information system it is important
to understand how an existing informal system operates. A better know-
ledge of how individual engineers and scientists process scientific and
technical information in solving problems should provide helpful in-
sights into improving the process.

If the premise is accepted that most firms, particularly small ones,
currently are not fully utilizing potentially valuable and relevant
technology generated external to the firm, then the research discussed in

‘ the following chapters should help contribute to findings which will



improve the transfer of technology to industrial firms. Reference is
made here both to action external to the firm (for example, at the policy
level of the Federal Government) and within the firm.

Relatively little research has been directed toward how the user
actually processes scientific and technical information. The most
significant work is probably the Auerbach Study.ll Certainly, there is
an indicated need for additional research concerning the ultimate pro-
cessor of scientific and technical information.

Extensive scientific and technical information efforts are under
way outside the Federal Goverrment. Examples include the Engineer's
Joint Council, American Petroleum Institute, Rubber Institute, American
Chemical Society, American Society for Metals, and numerous specialized
information efforts throughout the country. The research should be
applicable to the work underway by these groups.

The conceptual framework developed in Chapter 3 should be useful
to other researchers contemplating research on the information-processing
behavior of individuals in their problem solving efforts. The availa-
bility of a conceptual framework should aid others in analyzing the
individual's information-processing system and in formulating hypotheses
for testing. The work should contribute to better understanding of the
role of information in decision-making, particularly the technical
decision process.

A final area of interest is that of providing guiding principles

for curriculum development on information science and technology in

111pig.
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university science and engineering programs. This problem is emphasized
in the Report of the President's Science Advisory Committee:
"Familiarity with modern techniques of information pro-
cessing is necessary for the modern scientist and engineer. Our
colleges and universities must provide instruction in these
techniques as part of the regular scientific curriculum. They

must also educate in the art of handling information more

professionals who can lighten the burden of the technical man

and can invent new techniques of information retrieval."l?

It is not intended, or even suggested, that this research effort
will provide a major input to each of the areas outlined above. Rather,
the intent is to link the present study to areas where the findings may
be potentially useful. The exploratory nature of the present study
limits its direct application to a number of these areas. However, the

findings should provide elements of knowledge which can be integrated

and developed further in future studies.

APPROACH TO THE PROBLEM

‘The study reflects‘a systematic approach to the investigation of
the association between certain individual, task, and joint variables
and individual information-processing variables. In terms of Rigby's

distinction between research directed toward reporting, description and

explanation this study is clearly descriptive in nature.13 It attempts

to give an accurate account of the series of events which take place as

12The President's Science Advisory Committee, Science, Government,
and Information (Washington, D.C.: U. S. Government Printing Office,
January 10, 1963), p. 2.

13Paul H. Rigby, Conceptual Foundations of Business Research
(New York: John Wiley and Sons, Inc., 1965), p. 6.
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well as to describe the specific events. There is no intent to
generalize to a larger population from the empirical observations made.

The investigation is approached by building on existing research
coupled with the insights of the researcher. The study moves from an
identification and analysis of previous research to the development of
a conceptual system of variables for empirical investigation. The
specific stages of the research effort are outlined below.

Previous research was sought out in the areas of human thinking
processes, decision-making, and information-processing in an attempt to
identify findings applicable to the study as well as to suggest new
avenues of inquiry.

Next a conceptual model or éystem.of variables was developed by
building upon previous research, where applicable. New insights were
integrated, where they seemed appropriate. The resulting variables
system consisted of a set of indépendent variables relating‘to the indi-
vidual, the task, and the interaction of individual/task. . . and a set
of dependent information-processing variables relating to the search,
receipt, evaluation, and integration of information with respect to a
task facing an individual.

The conceptual model provides a frame of reference for identifying
the relationships of interest. These relationships concern the total
impact of the independent variable group on the dependent variable group
as well as the individual role of cach variable in the system. |

The scientists and engineers of the Aerospace Research Applications

Center ét Indiana University were the subjects utilized to empirically
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investigate the relationships of interest. A multivariate technique
called Canonical analysis was used to analyze the data.

The approach was to examine possible relationships rather than to
attempt to establish them. The intent was to develop a basis for more
extensive research by identifying a group of potentially significant

variables making up the conceptual system of variables.

ORGANIZATION OF THE STUDY

Chapter 2 is concerned with identifying and examining the research
foundations applicable to the study. These foundations cut across
several disciplines. In order to guide the identification of related
research certain critical dimensions of the present study are identified
within which applicable research foundations can be examined. These are

the decision-making process, individual thinking processes, and

information-processing.

The conceptual framework for analysis is developed in Chapter 3
building, where appropriate, upon previous work. A system of variables
is constructed, made up, on the one hand, of a selected group of inde-
pendent variables pertaining to the individual, the task, and the inter-
action of task and individual, and on the other hand by a set of dependent
information-processing variables. The independent variables are con-
sidered as likely candidates for possible correlates of the dependent
information-processing variables.

The variable system of Chapter 3 provides the frame of reference
for identifying the relationships of interest in the study and for

guiding the empirical investigation of these relationships.
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In Chapter 4 the research methodology of the study is presented.
The field study and statistical techniques used to examine empirically
the relationships of interest are discussed. The tasks and subjects of
the study are identified as well as the instruments used to collect
empirical data.

The results of the multivariate statistical analysis of the data
are presented and examined in Chapter 5. The analysis includes the
number of ways the two variable sets are related as well as the strengths
and nature of the identified relationships.

Chapter 6 concludes the study by indicating a summary statement of
the results of the investigation. Certain implications of the study are
presented. The chapter is concluded by the identification of some direc—

tions for future research.
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CHAPTER 2
RESEARCH FOUNDATIONS

INTRODUCTION

The purpose of this chapter is to identify and examine areas of
research related to the present study. There are a variety of per-
spectives which may be utilized for studying decision processes. Each
reflects the unique elements of the researcher's focus. In this study
interest centers on individual information-processing characteristics
and those individual and/or task characteristics influencing the pro-
cessing of information relative to a given task. The study utilizes this
unique point of view in the context of a decision process ranging from
recognition of a problem to the solution of the problem or task. The
focus is on the individual rather than'a group. The relationship between
decision-making and individual information-processing is that the
decision-making process provides a frame of reference within which to
look at information-processing. Thus, the concern is not with how an
individual makes a decision but rather with how he processes information
during a decision process leading to a final choice.

Careful identification of research applicable to this study is
both important and difficult in terms of the exploratory nature of the
effort. The foundations of study cut across several disciplines. The
dividing line between past research which is applicable to the study
and that which is not is by no means clear.cut. The body of research on

decision-making is voluminous. Psychologists have long been concerned



15

with human thinking processes.1 It is necessary to select carefully
from this vast literature in the interest of considering only directly
relevant research.

Applicable research foundations serve as guidelines and building
blocks for developing the Conceptual Analytical Structure for the study
which is presented in Chapter 3.

The plan of the chapter is first to develop a set of dimensions of
the study within which applicable research foundations can be examined.
Next, these dimensions of related research are examined. Finally, a
critical resume' of related research is presented in the interest of
highlighting the nature of the applicable findings as well as pointing
out the limitations of previous work with respect to this study.

It is desirable to establish certain broad dimensions of the study
which can be utilized as a framework within which related research can
be identified and examined. These dimensions are indicated in Figure 1.
They are the individual, the decision or.task, and information-processing
with respect to the task. These elements are viewed in terms of a
decision progess within a given environment.

Within these dimensions certain specific interests can be identified
with reference to this study. Thé identification of study variables
provides one specific focus. Conceptual guidelines are of particular
interest. Ideas for possible con;eptual linkages of the study dimensioné
are relevant. Méasuring_instrumepts which may be potentially useful with

respect to study variables are also relevant.

lorville G. Brim Jr., et al., Personality and Decision Processes
(Stanford, Calif.: Stanford University Press, 1962), p. 9
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DECISION-MAKING PROCESS
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The literature on decision-making is extensive. No attempt will be made
to discuss the broad base of research which has been accomplished.
Research with the viewpoint of decision-making or problem solving as a
multi-stage process is of primary importance. The ultimate objective of
looking at this research area is to gain insights as to the information-
processing aspects of the decision-msking process. In particular,
interest centers on (1) conceptualization of a decision process and

(2) classifications, levels, or types of decisions with particular emphasis

on important variables in the decision process.

Conceptualization of a Decision Process

Simon indicates that decision-making in terms of an analytical

concentration on the final outcome ignores the total, lengthy, complex
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process of altering, exploring, and analyzing that which precedes the
final moment.? Conceiving of a decision in terms of a process allows the
decision to be examined via multi-stage elements rather than to consider
only the outcome.

Brim, et al. conducted an exploratory study concerning the relation-
ship between the decision procesé and personality and social structure.>
They utilized 200 subjects and examined 50 variables focusing on the
decision process phases of evaluation of alternatives and strategy
selection. Ten descriptive variables were used at each stage to relate
decision process variables (dependent) to personality and social structure
variables (independent). The study, although process oriented, involved
observations at one point in time. While each discipline has its own
unique prospective for studying decision-processes, the Brim et al.
research provides a wealth of guidelines potentially useful with respect
to decision-process variables, relationships, and methodology.

The concept of viewing a decision situation in terms of a process
rather than the outcome is not new.% Simon characterizes the decision-

making process as: (1) searching the environment for conditions calling

“Herbert Simon, The New Science of Management Decision (New York:
Harper & Brothers Publishers, 1960), p. 1.

3Brim, et al., op. cit.

“For example, Richard M. Cyert and James G. March in A Behavioral
Theory of the Firm (Englewood Cliffs, N.J.: Prentice-Hall, Inc., 1963),
have formulated a decision process framework based on empirical studies
of decision-making within the firm. William J. Gore in Administrative
Decision-Making: A Heuristic Model (New York: John Wiley & Sons, Inc.,
1964), views the decision-making process as a flow through a series of
layers of organization and has identified the phases of perception,
evaluation set, estimation of consequences, and maneuver for position.




for decision; (2) inventing, ‘developing, and analyzing ﬁossible courses
of action; and (3) selecting a particular course of action.” Katz and
Kahn, drawing from John Dewey's early formmlation of the stages of a
decision process, characterize them as: (1) immediate pressures on the
decision maker, (2) analysis of the type of problem and its basic
dimensions, (3) the search for alternative solutions, and (4) the con-
sideration of the consequences of alternative solutions leading up to

final choice and post-decisional conflict.6

A number of conceptualizations of a decision process have taken the

viewpoint that the process is made up of stages linked together into a

sequence. For example, Brim et al. identify the stages of (1) identifi-

cation of the problem; (2) obtaining necessary information; (3) pro-
duction of possible solutions; (4) evaluation of these alternatives;
(5) selection of a particular strategy (alternative); and (6) actual
performance of action or actions and subsequent learning and revision./
Applewhite in his extensive review of the literature on decision-making
cites the work of Litchfield wherein the decision process activities of
(1) definition of the problem; (2) analysis of existing situation;

(3) calculation and delineation of alternatives; (4) deliberation; and

(5) choice, are identified.8

>simon, op. cit., p. 2.

6Daniel Katz and Robert L. Kahn, The Social Psychology of Organiza-

tions (New York: dJohn Wiley & Sons, Inc., 1968), p. 27k.
TBrim, et al., op. cit., p. 9.

8Philip B. Applewhite, Organizational Behavior (Englewood Cliffs,
N OJ. : Pl‘entice-'Hall, Inc (¥} 1965) F) po 560
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These and other process viewpoints of decision-making differ in
degree rather than in kind. The specific steps or phases depend on the
point of view taken and as Brim et al. indicate, the situation.” The
process point of view seems well established and consistent with respect
to various researchers. Brim et al. have observed the following con-
cerning decision phase formula.tion::LO

1. A particular decision may not involve all of the identified
phases. For example, certain problems or tasks may not
require obtaining new information. (All relevant information
may be contained in the knowledge state of the individual
or group seeking a solution to a problem.)

2. The conceptualization of decision process stages is applicable
to the analysis of a broad range of decisions. Formal
analysis in terms of basic phases of the process points up
the similar nature of all decision problems.

3. There seems to be a linkage between decision process con-
ceptualization and general intellectual functions such as
insight, judgment, and intelligence. ‘

4. Problem solving and the decision process seem to be much
the same and tend to be used interchangeably.

The "search for information stage” of a decision process is of
particular relevance to the present study. The extensive body of research
concerning product adoption has contributed valuable insights regarding
decision-making as a process.ll In particular, these studies provide a
better understanding of the role of information in decision-making. For

example, Rogers has hypothesized concerning the role of information

Brim, et al., op. cit., p. 10.
101bid., pp. 10-11.

llsee North Central Rural So¢iology Committee, Bibliography of

Research on: Social Factors in the Adoption of Farm Practices, Second ed.
(Ames, Iowa: Iowa State College, March, 1959).
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sources (impersonal and personal) with respect to different stages of

the adoption process.12
Simon characterizes the decision-making phase of "searching the

environment for conditions calling for decision as human intelligence
i3

activity. He suggests the complexity of viewing problem solving in
terms of phases in the following:

"Generally speaking, intelligence activity precedes design,
and design activity precedes choice. The cycle of phases is,
however, far more complex than this sequence suggests. Each
rhase in making a complex decision is itself a complex decision-
making process. The design phase, for example, may call for
new intelligence activities; problems at given level generate
subproblems that, in turn, have their intelligence, design,
and choice phases, and so on."

Different types of studies have been focused on the search for
information decision process stage. Katona and Mueller in their study
of purchase decisions developed an index of deliberation concerning
these decisions and utilized as one of the elements of deliberation,
the extent of information-seeking activity.ls Marschak has taken an
"economic" viewpoint of information in an analysis of the cost of new
information versus the improvement of the overall utility of the

solution.16 This approach yields a set of conditions under which the

tradeoff concerning new information is provided.

~ 12%verett M. Rogers, The Diffusion of Innovations (New York: Free
Press of Glencoe, 1962), p. 99.

13Simon, op. ¢it., p. 2.
UTbid., p. 4.

15George Katona and Eva Mueller, "A Study of Purchase Decisions,"
Consumer Behavior, ed. Lincoln H. Clark (New York: New York University
Press, 1954), pp. 30-87.

AléJacob Marschak, "Value, Amount and Structure of Information, and
the Cost of Decision Making," Behavioral Science, I (1965).
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Classification of Decisions

To attempt to provide an orderly and complete classification system
for all possible decisions would involve an extensive undertaking. The
intent of this review of research is to identify task dimensions or
characteristics which may serve as useful foundations for the conceptuali-
zation provided in Chapter 3. No attempt will be made to identify
exhaustively the possible characteristics or dimensions of variation of
a task or decision problem.

Brim et al. refer to the classification of decisions according to
two groupings: (1) formal properties (theoretical and abstract charac-—
teristics of decisions which are independent of content or the sub-
stantive nature of the problems) and (2) substantive characteristics
(such as economic problems, administrative decisions, career choices,
mate selection, etc.).l7

Classifications which are based on formal or abstract properties
are large in number. The Brim et al. study made no attempt to develop
an abstract ordering of the many decision characteristics referred to
Dy other researchers. They point out that "a theoretical classification
which exhausts the characteristics of decision processes is a major
undertaking--a study in itseli‘."18 The characteristics utilized in their
Study are degree of certainty of outcome, state of nature (competitive,
cooperative, and neutral), type of cost involved, repetitive play versus

nonrepetitive performance, revocable versus irrevocable consequences,

Brim, et al., op. cit., p. 1k.

81bid., p. L.
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method of choice versus single stimli, and single or multiple signifi-
cant classes of outcome.19

Classifications (with respect to substantive properties) typically
have been based on the social context or role in which the decision
occurs. Brim et al. suggest that "this 1s because roles include customs
or rules for how one should attempt to solve a problem."zo Classifiéa—
tions of this type are reflected in decision-making guides which provide
lists of "factors to consider" in, for example, making finance, advertising,
or cost accounting decisions. Brim et al. indicate that very little is
known concerning the particular norms which regulate the decision~making
process in different occupationgl roles.21

Situational characteristics may be viewed in terms of their bringing
about certain responses on the part of individuals. Such a stimulus-
response linkage (assuming that interest is in making predictions from
knowledge of situations) is based on two assumptions: (1) equivalent
individual reaction to indicated situations; (2) situational variables
are influential enough to overcome any possible individual differences
in reaction to them.<2%

Various approaches have been used to distinguish between different
types of problems. Cohen and Cyert identify three dimensions for classi-
fying the various types of economic decision problems: (1) the time

i
——
191bid., pp. 15-17.
20;9;@., p. 17.

2l1pid., p. 18.

22Tbid., p. 22.
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dimension; (2) the degree of information dimension (certainty, risk, and
uncertainty); and (3) the degree of rationality dimension.?3 Simon

distinguishes between programmed decisions and nonprogrammed decisions

suggesting that they are polar types spanning a continuum.zh Katz and
Kahn view deéision—making according to the following decision dimensions:
level of generality or abstraction; amount of internal and external
organizational space affected; and the time span of influence of the
decision.?? They suggest that the stages in the process are influenced
by (1) the nature of the problem, (2) the organizational context, (3) the
basic personality characteristics of the decision maker, and (4) the
cognitive limitation of individuals with respect to situational and
personality factors.26 A similar association may exist between certain
of these factors and information-processing.

Simon identifies programmed decisions as those which are repetitive
and routine to the degree that definite procedures are indicated for
handling them when they occur.z? In contrast, he views nonprogrammed

decisions as those invoking a response where the decision "system has no

specific procedures to deal with situations like the one at hand, but

23Kalman J. Cohen and Richard W. Cyert, Theory of the Firm: Resource
Allocation in a Market Economy (Englewood Cliffs, N.J.: Prentice-Hall,
Inc., 1965), p. 308. .

24Sim.on, op. ¢it., p. 5.
25Katz and Kahn, op. cit., p. 259.
261bid., p. 274.

27Sim.on, op. cit., pp. 5-6.



must fall back on whatever general capacity it has for intelligent,
adaptive, problem-oriented action."28

Trull has formulated and tested a model made up of factors involved
in determining total decision success.29 His model suggests that

decision success can be considered a function of decision quality plus

implementation. One of the factors in the model is the "optimum amount

of information" which suggests a way to link information with decision
results.

Morris (as a part of a larger research program on negotiation and
decision-making) has studied the effects of task characteristics on
group process.30 The specific objectives of the effort were to (1) help
clarify the role of task characteristics in group performance; (2) pro-
vide detailed information concerning patterns of interaction behavior in
task groups; and (3) establish a matrix of "baseline' data which could be
utilized as a normative reference base for studying the effects of task,
group structural, and compositional variables. The Morris study was con-
cerned with the task characteristics of task type (production, discussion,
problem solving) and the level of task difficulty. Supplementary data
was also included on the influence of ordinal position of the task. The
study involved 100 tasks; observations were accomplished on 108 three-man

groups with each group handling four tasks.

281pid., p. 6.

293amuel G. Trull, "Some Factors Involved in Determining Total Decision
Success," Management Science, XII (February, 1966), pp. B-270-B-280.

3OCharies G. Morris, Effects of Task Characteristics on Group Pro-

¢ess, Technical Report No. 2, AFOSR~65-1519 (Urbana, I11.: University of
Illinois, Department of Psychology, July, 1965).
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INDIVIDUAL THINKING PROCESS

The human thinking processes which are of particular interest in
this study concern those conceptual viewpoints and variables which are
related to problem solving behavior and in turn, information-processing
behavior. The intent is to identify and examine research which provides
useful conceptual insights and identification of individual variables of
potential use in this research effort.

Kogan and Wallach have investigated human thinking and problem
solving from the standpoint of the risks, potential costs, and potential
gains that may face the individual as he proceeds in his efi‘orts.31
They considered cognitive-judgmental processes and intellective processes
as possible correlates of decision-making using personality processes in
the role of moderator variables.32 Subjects (114 male and 103 female
undergraduates) were located in one of four subgroups on the basis of the
moderator variables of test anxiety and defensiveness. Using these sub-
groups relations among the major variables of the study were explored.33

The Kogan and Wallach variable system provides a useful frame of
reference within which related research on human thinking processes can
be viewed. Their review of the literature in these areas is excellent.

Figure 2 illustrates and relates the variable groupings.

31Nathan Kogan and Michael A. Wallach, Risk Taking: A Study in
Cognition and Personality (New York: Holt, Rinehart and Winston, 1964),
p- 1.

32The idea behind a moderating variable is that of dividing a par-
ticular sample into subsets according to the existence and absence of a
particular characteristic called a moderating variable. For example, the
division of a sample of adults into males and females reflects the applica~
tion of separating a possible moderating influence.

33Kogan and Wallach, op. cit., p. 17.
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Figure 2 —- Kogan and Wallach Variable System

It is important to note that there appears to be no generally agreed
upon grouping of areas in the literature with respect to cognitive-
Jjudgmental, intellective, and personality processes. For example, some
researchers group all three under personality characteristics. However,
the Kogan and Wallach frame of reference seems reasonable. A category

referring to individual and situation interaction is also included.

Intellective Processes

With régard to intellectual:ability the following dimensions appear
related to problem-solving: verbal comprehension, conceptual foresight,
originality, and sensitivity to problems.Bh Individuals possessing these
abilities would be expected to perform better on problem solving than
those not having the abilities.

Kogan and Wallach point out that "information regarding the

intellective correlates of decision making has been quite sparse."35

3l*l‘.pplewi'lite, op. cit., p. 71.

35Kogan and Wallach, op. cit., p. 10.
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They investigated the relationship between risk-taking and three types
of intellective skills: verbal aptitude, mathematical aptitude, and
analytic functioning. Their results indicated the existence relationships
between these variables and decision-making behavior; however, they
suggest that the direction of causation may move from risk-taking dis-
position toward certain of the intellective skills.36 Kogan and Wallach
indicate that "the empirical evidence introduced, although indirect, is
highly supportive of such an interpretation."37

Brim et al. suggest that a relationship between intelligence and
problem solving as indicated by previous research is moderate to negli-
gible:

"These data suggest that decision-making characteristics

probably depend much more on individual differences in

training, and on the effects of temperament on personality

which regulate the use of various intellective factors,

rather than on such factors themselves."38

While the central focus of their study was on the relation of
nonintellective factors to the decision process they did include a measure

of verbal intelligence.

Cognitive Processes

Bruner, Goodnow, and Austin define cognitive processes as the means

by which organisms achieve, retain and transform information.3? These

361bid., p. 120.

371bid., p. 121.

38Brim, et al., op. cit., p. 49.

39Jerome S. Bruner, Jacqueline J. Goodnow, and George A. Austin,
A Study of Thinking (New York: John Wiley & Sons, Inc., 1956), p. vii.
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researchers provided the impetus toward the conceptualization of various
cognitive processes in strategy or problem solving terms.ho

Bruner, Goodnow, and Austin in discussing concept attainment view
the process as a series of dec:‘.sions.l’l Their objective in studying
concept attainment was to:

"externalize for observation as many of the decisions as could

possibly be brought into the open in the hope that regularities

in these decisions might provide the basis for making inferences

about the processes involved in learning or attaining a concept.

These regularities in decision-making we shall call strategies."h2
They view a strategy as a "pattern of decisions in the utilization of
information that serves to meet certain ol:\ject,:'wes."l+3 This viewpoint
appears similar to that of looking at decision-making as an information~

processing effort.

Bruner, Goodnow, and Austin have grouped the conditions influencing
concept-attainment behavior as follows:ha
1. Definition of the task.
2. Nature of the instances encountered.
3. Nature of the validation.
L. Consequences of specific categorizations.
5. Nature of imposed restrictions.

Research on technical decision-making under uncertainty has revealed

that individuals tend to choose less risky alternatives in the face of

boKogan and Wallach, op. cit., p. 2.

4lpruner, Goodnoﬁ, and Austin, op. cit., p. 54.
421vid., p. 54.

“rvid., p. 5k

Ahgggg., p. 56.
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uncertainty than in comparable risk problems with greater certainty.hs

Of related intérest is the work done by Soelberg on the design of a com-~
plex, computer controlled problematical environment which is sufficiently:
(1) complex and flexible to provide long-term systematic investigations
of human thinking processes; (2) well specified to permit application of
rigorous experimental controls; and (3) quantifiable to allow explicit
measurement of behavior as well as direct comparison of alternative
strategies of problenm solving.46

Eyring has investigated sources of uncertainty in engineering design
L7

projects. The focus of the study was to identify what first-level
technical supervisors perceive as the causes of uncertainty in their design
work. Two primary sources of uncertainty were identified: (1) unknown
problem difficulty and (2) possible changes in specifications defining
the problems. These are subdivided into several subsidiary sources.l+8

The work of Kogan'and Wallach represents an attempt to examine ex—
haustively the risk-taking implications of certain cognitive~judgmental
processes. They utilized three measures in their study. The importance
of the Kogan and Wallach research lies in the identification of possible
relationships between cognitive processes and risk-taking. Their results

are indicated by the following:

L5Dona1d G. Marquis, Annual Report: Research Program on the Manage-
ment of Science and Technology, 1964-1965 (Cambridge, Mass.: Massachusetts
Institute of Technology, July, 19253, pp. 6-7.

L6

Ibid., p. 7.

! :
L7H. B. Eyring, Some Sources of Uncertainty in Engineering Design
Projects, RM-4503-PR (Santa Monica, Calif.: The Rand Corporation, October,

1965).

L8

Ibid., p. v.



"In sum, we have been able to demonstrate that various
cognitive~judgmental behaviors--namely, general confidence of
Jjudgment, breadth of categorizing, extremity concerning judg-
ments about external events, and extremity concerning self-
referent judgments-—do possess particular kinds of risk-
conservatism implications for particular subgroups of indi-
viduals."49
An individual's data (information) processing limits as related to

decision-making is a cognitive process of relevance to the present

study. Hayes utilized 16 naval enlisted men in four experiments involving
a simulated military problem.50 The task utilized was that of assigning
one of several alternative aircraft to investigate the sighting of reported
enemy submarine.

The similated task was a data matrix providing several airplane
alternatives, each with a certain characteristic that varied in terms of
desirability such as pilot, armament, take-off delay, search time, and
distance. Hayes constructed 240 different data matrices on a random
basis.

Subjects were required to choose among alternatives on the basis of
two, four, six, or eight relevant facts. Decision quality and decision
time were measured. Hayes found that more than four facts caused a
decrease in decision-making efficiency. His research suggests a possible
approach to measuring an individual's information~processing efficiency.

An area related to an individual's information processing limits

1s the concept of "information overload." Brown has discussed informa-

tion overload and the adjustment processes of an organization that may

AgKogan and Wallach, op. cit., p. 199.

50John R. Hayes, Human Data Processing Limits in Decision Making,
Report No. ESD-TDR-62-48 (Bedford, Mass.: Air Force Systems Command,
Llectronic Systems Division, July, 1962).
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result when its information system is loaded in excess of capac:Lty.5
Brown cites J. G. Miller's categorization of organizational responses to
information overload which include omission, error, queuing, filtering,

approximation, multiple channels (parallel transmission), and escape.52

Personality Processes

Brim et al. have identified those characteristics of an individual

with respect to abilities, beliefs, attitudes, and motives as the indi-

vidual's personalit;)r.53 A somewhat more narrow viewpoint has been taken

in this analysis by considering abilities separately as intellective
processes. Research foundations of primary interest with respect to
personality processes are those linking personality with decision processes.
The Brim et al. categories of motives and beliefs will be used as a frame
ol reference for examining personality processes.

There are certain underlying assumptions when predictions are
anticipated from personality characteristics. Drawing from Brim et al.
these assumptions are:Bh

1. The characteristics are stable over time; they do not change.

2. A personality variable has generality--it is applicable
in many situations.

e et e s,

51Warren B. Brown, "Systems, Boundaries, and Information Flow,*
Journzl of the Academy of Management, IX (December, 1966), pp. 323-324.

2Ibid., p. 324.
°3Brim, et al., op. cit., p. 46.

SAIbid., Pp. 46=47.




O

(9]
L]

Brim et al. in considering motivation designate:
"a concept of bodily tensions or energies which underlie

and generate behavior. These drives in the individual impel

him to act, and thus modify them to his satisfaction."”?
They studied four specific aspects of motivation: (1) level of drive;
(2) desire for certainty; (3) effect of unconscious motivational factors;
and (4) personality traits.

In the area of beliefs Brim et al. suggest that the evidence is
limited as regarding the relationship of beliefs to the decision pro-~
56

cess They divided the area into beliefs concerned with the charac-

teristics of nature and those involving the relations of means to ends.
Brim et al. also utilized in their study certain characteristics

of social groups as explanatory variables. They used males and females

and groupings by social class. They observed the following with respect

to these structural variations:

"The theory leading to the use of these structural vari-
ations is that they have a probable relation to personality
types, which in turn may be related to decision-making. Never—
theless, it is important to realize that this assumed sequence
of causality running from social structure to personality, and
then to decision characteristics, may in some instances not
appear because of inadequacies of measurement or because of a
lack of articulation between the three panels of variables, in
spite of our initial theory which led to their selection."é7

The use of personality characteristics as explanatory variables

necessitates an appropriate range of variation among subjects. Brim et al.

°5Tbid., p. 50.
561bid., p. 5.

5T1bid., p. 59.
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used two social classes and males and females in a deliberate effort to
expand the range of variation in the personalities of their subjects.s8

Kogan and Wallach found that a particular personality variable may
have a very different meaning with regard to other psychological charac-
teristics.”? While far from being conclusive the results from their
investigations of relationships between personality and risk-taking were
complementary to the total research project. In commenting on this they
indicate that:

"The data are quite revealing of some of the personality
dimensions that have an impact upon risk taking. As a valuable
by-product we have acquired a deeper knowledge of the kinds of

psycholo%%cal processes tapped by some of the better-known
scales."

It is possible that the risk-taking dimension may serve as a proxy
for an individual's personality dimension. In this capacity risk-taking
could be viewed as a possible correlate of individual information-
processing. Kogan and Wallach suggest that "there are indications in
the present work that the risk-conservatism dimension may have implica-

tions for a wide variety of behavioral and social phenomena."él

Individual and Situation Interaction

This area concerns the interaction of individual variables and those
pertaining to the situation such as a task. In the Brim et al. study

their analysis was approached as follows:

581bid., p. 59.
59Kogan and Wallach, op. cit., p. 202.
601pid., p. 202.

611bid., p. 205.
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"What we have done in our analysis is to deal first with

the direct effects of personality, regardless of the situation;

second, to deal with the effects of situations, irrespective

of personality; and third, to hypothesize that certain momentary

states must have resulted from the interaction of these two sets

of variables, and thus to look at the effects of interaction on

the decisions."02
Brim et al. identified three situational variables: (1) type of problem;
(2) group versus individual problem solving; and (3) order of and
familiarity with the problem.63 By problem type they refer to variation
with respect to substantive properties as discussed earlier in the charter.

Information theory as extended and generalized by Claude E. Shannon
and Norbert Wiener offers possible insights into individual and situation
interaction.éh There have been many contributions and extensions to the
basic theory that was developed in the late 1940's. Information theory
grew out of the general philosophy of communication theory. Shannon's
work was centered in the area of engineering communication while Weiner
was interested in biological applications.65

information in the context of the theory is defined as a measure of
one's freedom of choice in selecting a message and is not to be confused
with information in terms of "meaning":

"In fact, two messages, one of which is heavily loaded
with meaning and the other of which is pure nonsense, can

be exactly equivalent, from the present viewpoint, as regards
information."

62Brim et al., op. cit., p. Lb.
631pid., pp. 60-62.

61‘*Claude E. Shannon and Warren Weaver, The Mathematical Thecry of
Communication (Urbana, I1l.: The University of Illinois Press, 1964).

651bid., p. 3.

66Ibid., pp. 8-9.
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The greater the uncertainty about the outcome of a message state,
the greater the amount of information associated with the outcome. No
information is conveyed if an outcome of a given message state can be
rredicted in advance. Information theory bases the measure of informa-
tion of a message state on the probability of that message state
occurring.67

The mathematical expression for the measure of information according
to the meaning of the theory is that utilized for "entropy" drawn from
thermodynamics. Specifically, the amount of information is measured in
terms of the logorithm of the number of available choices:68

H = measure of information = -fﬁ{' P, log Py
(The minus sign is necessary to make "H" a positive value.)

In terms of this expression the higher the probability associated
with a given source the lower the value of H. For example, if a particular
source has the probability of one then the value of H = Q. The key element
in the theory is the special meaning of information:

"Information is, we must steadily remember, a measure of

ones freedom of choice in selecting a message. The greater

this freedom of choice, and hence the greater the informaticn,

the greater is the uncertainty that the message actually

selected is some particular one. Thus, greater freedom of

choice, greater uncertainty, greater information go hand
in hand."69

67John C. Hancock, An Introduction to the Princiries of Commun:ication
Theory (New York: McGraw-Hill Book Company, inc., 1961), p. 156.

68

Shannon and Weaver, op. cit., p. 9.

691pid., p. 18.
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Two Russian psychologists have utilized information theory concepts
in the study of human abilities.70 Their research was directed toward
demonstrating, via a limited data base, the feasibility, desirability,
and techniques associated with using information theory in the study of
human abilities.

Shapiro and Umanskiy have applied the theory in an unusual way to
develop an "information characteristic" which is defined as an index
of the difficulty of a multidimensional problem.71 They have used this
index to achieve a quantitative scaling of task difficulty.

The Russian research utilized the planning and execution of an
organizational task as a vehicle for studying choice behavior in a
probability maze. Measurement was accomplished by using the entropy
measurement concept of information theory. The study was conducted on
a multi-stage basis utilizing as a task project responsibility for
directing a group of students in the manufacture of toys for youngsters
in a kolkhoz-sponsored kindergarten.

Conceiving of human beings as communication systems in the context
of information theory suggests a useful research foundation for this
study. In particular the Russian research suggests that an individual's
state of knowledge concerning a task may be measured on a quantitative

scale utilizing the entropy concept of infomation theory.

705, 1. Shapiro and L. T. Umanskiy, "Using Information Theory for
Studying Human Abilities," Voprosy Psikhologii (Problems of P:zychology),
(August 16, 1963), pp. 75-90. Translated intc Enzlish by Joint Publica-
tions Research 3ervice, Washington, D.C. JPRS-2068C.

73

Ibid., p. 12.

721pbid., p. 15.
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INFORMATION~PROCESSING

Information-processing in the context of this study refers to the
search, evaluation, and use of information in problem solving. The areas
of research that provide foundations for the present effort concern work
where information-processing is associated with problem solving or
decision-making. Rigby suggests that "a key element in problem solving
is securing information on the system and on the environment."!3 The
role of information in the decision process was discussed earlier in the
chapter where a stage of the process was identified as the search for
information.

It is important to note that the research areas of primary concern
to the present study are those relating to individual information-—
processing rather than the extensive body of work dealing with formal
information systems such as computerized information systems.7A The
Locus is on the individual as a pfocessor of information during his
protlem solving efforts. Further, interest in information goes beyond
the search for information. The concern is with informatior during the
entire decision-making process.

Resecarch on individual information-processing can be examined in

terms of total process studies, specific fragments of the process, and

highly specialized efforts. Thesé foundations are identified and examinea

7>Paul H. Rizby, Conceptual Foundations of Business Research
(Mew York: John Wiley and Sons, Inc., 1965), p. 6.

7A3ee John Diebold, "What's Ahead in Information Technology,™ darvara
Business Review, XIIII (September-October, 1965), pp. 76-82, for . qino-
cussion of the state of the art of information—processing with resjpect

to sensing, transmitting, storing, reducing, and reporting informat on.
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in terms of possible conceptual guidelines, variable identification and
methological insights. The bulk of research on information-processing
has been centered either on the examination of useris information needs

or alternatively on selected phases of an individual's information-

processing activity.

Process Studies

The concept of technical problem solving as an information-processing
task has been suggested by several researchers. The Auerbach study views
scientific and technical functions as the transformation of information
inputs into outputs.75 Welnberg considers the information process an
integral part of the research process.76 Roberts has used an "Industrial
Dynamics" type model with flows of information associated with the life
cycle of a weapon system development project.77 Brandenburg and Stedry
have formulated a multi-stage information conversion model of the R&D
process.78 The analogy between technical problem solving and information-

Pfrocessing seems reasonable. Results are in the form of knowledge or

information rather than physical outputs.

75auerbach Corporation, DOD User Needs Study, Phase I-Vol.
(AD-615501), May 14, 1965 (Philadelphia: Auerbach Corporation,

7 . . . . ~

‘6The President's Science Advisory Committee, Science, Coverrment
anc Information (\ashington, D.C.: U. 5. Government Printing Office,
January 10, 1963), p. 14.

[y

965

A

P

7Richard G. Brandenburg and Andrew C. Stedry, Toward % Mu.o.-Stasx
Infermation Conversion Model of the Research and Develormenc Prrc o
(Pittsburgh, Pa.: Graduate School of Industrial Administraticr, Carneg

Institute of Technology, August, 1965), p. 3.

781 b1,

———
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Paisley entitles his excellent literature review "The Flow of
(Behavioral) Science Information: A Review of the Literature."79 He
notes, however, that with only a few exceptions such literature does
not exist. Accordingly, he directs his efforts toward a very compre-
hensive and careful review of the body of research focusing on the
information~gathering and disseminating behaviocr of physicists, chemists,
zoologists, and engineers. He observes that the information-processing
behavior of these various scientific and technical people does not seem

20
to be affected greatly by the particular field of research. = The Paisley
review provides a useful evaluation of past research on the information-
processing characteristics of scientific and technical people. He covers
vhe literature from the apparent emergence of such studies through 1965.
The review offers a valuable guide and cross check to work related to
this study.

Rather than to follow in Paisley's footsteps by critically examining

identify several important and relevant generalizations which seem to

emerge from his review.

1. Most of the studies have investigated information use at a
point in time rather than over a time span.

A

. The bulk of the work has been highly specialized. Due to
conceptual and methodological variatiocn it is difficult to
compare various projects in any useful way.

2. Previous studies have not taken a task oriented focus with
respect to information use.

O\ . . -~ .
99, 3. Paisley, The Flow of (Behavioral) Science Information: A
3

Revicw of the Research Literature (Stanford, Calif.: Stanford University
Press, Institute for Communication Research, 1966).

“OIbid., p. 1-1.
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4. The studies have been concentrated on specific fragments of
information~-processing with a high proportion falling into
the area of information search.

The Auerbach Corporation conducted an extensive study in 1964 for
the Department of Defense (DOD) to collect and analyze a statistically
significant data base on how scientists and engineers presently acquire
and utilize technical information in the performance of their tasks.81
The emphasis of the study was on the searching phase of individual
information-processing. Data was obtained from two hour (one time)
interviews with government scientists and engineers. The methodology
was formulated and executed on a sound basis. The analysis is excellent.
Paisley observes that this study has not received the recognition it is
entitled to as a major contribution to information-flow research. He
suggests that "the soundness of its methodology and analysis marks this
study as unique.“82

The major thrust of the Auerbach study concerned information
scught for and used by DOD research, development, test, and evaluation
personnel to perform specific tasks. The conceptual viewpoint was that
of information-processing with respect to task oriented behavior as con-
trasted to information-processing for the purpose of general knowledge

or current awareness.

81Auerbach, op. cit.

82paisley, op. cit., p. II-47.



The Auerbach study defined the information "chunk" as the basic
unit of analysis.83 Indicated below are the major independent and

. ] 8l
dependent variables included in the study:™

Independent Variables Dependent Variables
(by chunk)
educational background function
field of research source
kind of task time to obtain
task output depth of information provided

value to task

The Auerbach study utilized a simple random sample of 1375 drawn
from a population of 36,000 scientists and engineers. As an example of
the study findings "in more than half of the task related searches
RDT&E personnel utilized colleagues, personal files, and local depart-
mental sources as their first source of information."85 With respect to
volume of information used they found that only about 16% of the time did
the subjects see (based on the individual's assessment) all the available
information for a task.86

Perhaps the most significant limitation of the Auerbach research is
that while a process viewpoint was taken, data collection was on a one-
time basis. Additionally, there was a significant variation with respect

to the tasks included in the study. The effort does provide important

83Auerba¢h, op. cit., p. A=5. They define the "chunk" as the smallest
identifiable unit of task-required information which would lose its
identity with respect to the task if broken down further.

8h1pid.

851bid., p. I-12.

861bid., p. I-10.
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insights concerning individual information-processing, variables, and
methodology. The information chunk or element of information suggests
a meaningful unit of analysis for the present study.

Meister and Farr have developed tests to measure the utilization of
human factors information by designers and have administered the tests to
ten packaging designers.s7 The research attempted to investigate the
designer's analytic process for the purpose of gaining findings which
would help to remove communication blocks and thus contribute to design
improvement. The research centered on the decision-process of sclving
design problems including the gathering and analysis of informational
inputs from diverse sources and the application of these inputs to the
related design tasks.

A study has been proposed by the Bunker-Ramo Corporation which is
similar in several aspects to the present research effort.88 The pro-
posed project involves a 15-month study of information usage among the
scientists and engineers located at the firm's Canoga Park, California
facility. The study will seek to overcome a number of the limitations
resent in previous information use investigations. Specifically,; the

research will include the following key elements:89

87 s . o . -

“'David Meister and Donald E. Farr, The Utilization of Huwman Faciors
Information by Designers, Paper presented to the Human Factors Society,
Anaheim, Calif. (Canoga Park, Calif.: Bunker-Ramo Corporation, November,
1564) .

2 . - f e :

& The Bunker-Ramo Corpcration, Proposal for the Study c¢i Information
Utilization in the Industrial Environment, No. 5612-012-8U1 ((anoga Park,
Calif.: The Bunker-Ramo Corporation, Defense Systems Divisicn, lupust,
1966).

89

Ibid., p. 1.
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1. A technique called "interactive observation" will be used.
This involves the investigator as an integral part of the
research environment. He will seek to become intimately
familiar with personal working on the projects studied and
will actually participate.

2. Information usage will be studied in the context of actual
problem solving behavior--specifically research and develop~
ment activity. Thus, information usage is viewed as a part
of the problem solving process.

3. 'The study will be concerned with information use beyond the
search for information. The focus will be on information
use behavior ranging from search through to the integration
of the information into the task.

Investigation of the interaction of organizaticnal with
individual channels of information will be an important
part of the study.

I~

The proposed Bunker-Ramo study will develop complete and detailed
data on each subject's information use activities. The results of the
research are intended to provide a set of guidelines for designing
organizational information systens with respect to the needs of the
individual user.go

Ammerman in developing a model of officer Jjob behavior has taken an
information~processing view of purposive behavior of individuals.91
The major components of the model include Job goals and standards,
selection of a plan of action, action to obtain information, integration
of information, making of determinations, and action to control the

G2

situation. The Ammerman conceptual model suggests a close linkage

between information-processing and decision~-making.

—

P1pia., p. 2.

9lHarry L. Ammerman, A Model of Junior Officer Jobs for use in
Developing Task Inventories, Technical Report 65-10 (Alexandra, Va.:
George Washington University, Human Resources Research Office, November,
1965).

?21bid., pp. 20-24.
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Kaplan and Newman have developed a theory of information-processing
based on elements of Bayesian statistical decision theory.93 The theory
is caiied Probabilistic Information Processing (PIP). It builds on the
work of Ward Edwards and others where the theory was developed to aid in
making dilagnostic decisions.gh Diagnosis in the context used in the PIP
theory concerns deciding which one of several possible states of the world
is most plausible. This type of diagnosis involves information search,
processing, and integration into an individual's decision~-making process.
The Bayesian framework provides for an orderly integration of information
into the decision process.

Kaplan and Newman performed three experiments in the area of military
command and control information-processing. The experimentation involved
three independent variables identified as condition, content, and diffi-

()f} - - - ~ v > - ~
culty.’~ The dependent variable was the subject's subjective estimate of

probabilities for both PIP and Non-PIP conditions. Their results

Crocess Framsments

Process f{ragments refer to specific phases or aspects cof informatizo-
precessing.  The most extensive body of research relating to fndivicuax

i

®]

Richard J. Kaplan and J. Robert Newman, Studies in Probabilistic
Infermation Processing, SP-1743/000/00 (Santa Mcnica, Calif.: System

Development Corporation, October 2, 1964).

9 1bid., p. 5.

Ge L,
721bid., p. 12.



information-processing deals with information use patterns. One result
of the Auerbach study was a bibliography of information user need
studies.96 Nearly 700 listings were included in the literature survey.
The number of previous user need studies does not appear to have
answered the many questions surrounding individual information searching.
The Auerbach study suggests that user needs are neither broadly known nor
well understood.97

Paisley observes that "studies of scientists' information-processing
activities have become known generically as use studiesg"98 He suggests
that most of these use studies are mutually duplicative but that no
indicated effort has been made to replicate methods. Accordingly, there
1s an extensive "collection" of case studies whose findings can be com~

pared only if a ceteris paribus assumption is stretched over gross

differences in procedure.99

MacLaughlin, Rosenbloom, and Wolek have studied the acquisition of
useful technical information by scientists and engineers in five divisions
of a large industrial corporation.loo Their method of analysis involved

the cross-tabulation of dependent variables (characterizing the means of

Ly/)éAv.zer'baclrl, op. cit., p. C-1.
7T1vid., p. 1-2.
98Paisley, op. cit., p. II-1.
99Ivid., p. TI-1.

100¢urtis P. MacLaughlin, Richard S. Rosenbloom, ana Francis W. Wolek,
Technology Transfer and the Flow of Technical Information in a Large

Industrial Corporation, PB-173457 (Cambridge, Mass.: Harvarc University,
Graduate School of Business Administration, March, 1965).
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acquisition) against a series of situational and personal independent
variables. For example, independent variables such as corporate organi-
zation, field of science, education, and experience were examined with
respect to the dependent variable, information source.

They collected data on more than 1200 instances of information
acquisition via self-administered questionnaires from 430 respondents.
Supplementary data was obtained by personal interviews with 30 respondents.
Their results suggest that the transfer of technical information involves
a ccmplex social process in which technology, personal characteristics,
organizational values and structure, and the beliefs of professional sub-
cultures interact to influence information acquisition behavior.

Research tending to support the concept of "local search" for
information is indicated in a study of the information sources for choice
and delinition of problems accomplished by Stoney on the basis of
questionnaire responses from 157 research professionals (NASA personnel).
Findings indicated that the most frequent source of ideas was the
researcher's supervisor. Work experience and literature were second in
frequency fTor the total sample.lol

itubenstein and Rath have analyzed the actual needs of R & D people
for technical information including the timing, form of information
required, and the adequacy of existing information systems to meet these
needs. A series of simulations ranging {rom very simple, completely

human-linked systems to complex, man-machine systems are contemplated.lo2

0lMarquis, op. cit., pp. 17-18.

. lOzNationa.l Science Foundation, Current Projects on Economic and
Social Implications of Science and Technolo » NSF 65-16 (Washington, D.C.:

U. S. Government Printing Office, June, 1965), p. 97.
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Allen and Andrien examined four government funded parallel research
and development projects to determine the manner in which engineers and
scientists allocate their time and the effect of this allocation on the
outcome of the projects.103 They found that the percentage of total time
spent in three categories of information gathering (outside consultation,
staff consultation, and literature search) varies significantly over the
life of a project. Subsystems reflecting greater uncertainty receive a
higher rercent of information gathering time than subsystems when un-
certainty is lower. Allen and Andrien found that higher rated research
teams are relatively stable in all phases of information gathering while
lower rated teams initially spend far more time gathering information
than they do in the later stages and fluctuate more throughout the pro-
ject. These findings suggest that: (1) uncertainty relative to a task
ocutcome and search investment (time) are positively associated and
(2) group job performance and search investment are associated.

Golovan, Luk, and Starinets in their research on simulating certain
vroperties of the memory emphasize the multi-dimensional, interrelated,

104

complex nature of individual information-processing. They discuss the

processes by which man reproduces information with particular focus on
the role of associations, the value of logical transformations which are

realized in assoclative memory, the role of inf'ormation coding, the

]OBThomas J. Allen and Maurice P. Andrien Jr., Time Allccaticn Among

Three Technical Information Channels by R and D Engineers (Cambridge,
Mass.: Massachusetts Institute of Technology, Alfred P. Sloan Schocl of
Management, August, 1965).

‘9%, T. Golovan, A. N. Luk and V. S. Starinets, "Simulating Certain
Properties of the Memory," Priroda (Moscow), (December 13, 1965) pp. 45-60.
Translated into English by Joint Publications Research Service,

Washington, D.C., JPRS-33298.
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importance of time in organization of memory, and the role of feedback in
the process of information reproduction.

In a study involving 94 industrial and governmental professional
research and non-research personnel Rosenberg found a high correlation
between preference ranking and the ease of use of eight information

gathering methods.lo5

A structural questionnaire was utilized with sub-
jects indicating a preference to information gathering methods with
respect to given hypothetical situations. Variables utilized included
case of use and amount of information expected. No significant correla~
tion was found between preference ranking and amount of information
ratings. The primary findings of the study suggest ease of use as an
important variable regarding information gathering methods.

Glanzer has a continuing research effort underway on the coding and

106

use of information in problem solving by individuals. The research is

centered on the encoding and storage mechanisms used by human subjects.
The research concerns the following areas: (1) analysis of the relation
between verbalization length and figure difficulty for a variety of sets
of dot-patterns; (2) evaluation of the effect of encoding training on
perceptual performance; and (3) examination of the effects of post-

stimulus delay.107

105V1ctor Rosenberg, The Application of Psychometric Technigues to
Determine the Attitudes of Individuals Toward Information Seeking and “the
Effect of the Individual's Organizational Status on These Attitudes
(Bethlchem, Pa.: Lehigh University, Center for the Information Sciences,
July, 1966).

106Murray Glanzer, Coding and Use of Information in Problem Soiving,
No. DA=49-193-MD-2496 (New York: New York University, May 31, 1965).

1071bid., p. 4.



Specialized Studies

A number of research efforts have been conducted with respect to
hizhly specialized information-processing tasks. Several of these
studies have been under the direction of the Decision Science Laboratory,
Llectronic Systems Division, Air Force Systems Command. While the work
has primarily concerned information-processing relative to such tasks
as weather messages, there are elements of the research which appear
relevant to this study.

Kershner and Avery conducted a human factors evaluaticn of an electro-
luminescent display designed for the presentation of around-the-base
weather messages.lo8 They concluded that high-error personnel can be
identified via the development of time and error normative data for a
standard set of weather messages. Their research utilized decision time
and error as independent variables influencing individual information-
vrocessing. They suggest '"that the term 'error prone' may become as
useful as a term in information-processing as has "accident prone'" in
traffic and industry research.lo9

Another similar study investigated the effects of console design
and information sequence on short-term memory during information-

processing.llo The underlying focus of the research is that of learning

1088 1an M. Kershner and Donald L. Avery, A Study in Information Pro- -
cessing: Electroluminescent vs Teletype Readability of Weather Messages
(Bedford, Mass.: Air Force Systems Command, Electronic Systems Division,
December, 1965).

1097%14., p. 9.

1108¢rnard P. Zeigler and Thomas B. Sheridan, Human Use of Short
Term Mcmory in Processing Information on a Console, Technical Documentary
Report No. ESD-TDR-64-620. (Bedford, Mass.: Air Force Systems Command,
Flectronic Systems Division, September, 196L4). :
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more ceoncerning human thought processes which will facilitate the design
of ferm and content of information provided via computer-aided thinking.
‘the lollowing characterizes the central thrust of the study:

"We have used the underlying principle that the manner
‘1 which information is stored in human memory determines
the manner in which it may be retrieved and the basic
assunption that the storage structures normally set up in
human memery are fashioned by the order in which information
is attended to. Both ideas have implications for general
console design as it affects the human processor. For
exarple, iniormation handling procedures may be unWwittingly
Torced upon the operator by the design of the console and
the sequence in which information is presented. Tnternal
storage structures so established may be efficient in
resronse to_certain questions but ill-suited in answer
to others.wlll

CRITICAL RESUME' OF RELATED RESEARCH

the rescarch dimensions of the decision-making process, individual
thinking imocesses, and information-processing have been explored in
detail. The work which has been identified is extensive. It does not
fall neatly ‘nto an orderly and meaningiul body of knowledge pertaining

Lo individual information-processing and decision-making. However, there
~re scveral findings which are applicable to the present study. Likewise,

there are certain limitations which need to be recognized.

RO R Y o~ Y yyeres
APTNIOLD. e PINGIINTS

Iookint back over the research foundations that have been discussed
in the cinnter, it is appropriate at this point to summarize how these
findings tie into the present study. Additionally, a number of specific

‘LW’*‘ . 3
*+ivid., p. 37.
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observations have been made at various points in the chapter concerning
the nature of the applicability of these findings to this research. The
intesration of specific findings is accomplished in the next chapter.

A logical analytical structure for this research emerges from
certain of the previous efforts. A large body of research has been
directed toward establishing a causal linkage between variables pertaining
to the individual and the situation on one hand and decision-making on
the other. The typical approach utilized in these studies has been to
sclect a limited number of independent and dependent variables, develop
an anyropriate group of measuring instruments, and then investigate the
existence of relationships via multivariate analysis. The Brim et al.
study represents this approach.ll2 The Kogan and Wallach research uses
a multivariate frame of refer'ence.113 A similar approach to these studies
seems anpropriate for this exploratory research.

Certain studies have placed variables into groups or sets. 1In the
4open and Wallach study the independent sets consist of cognitive=-
Jud mental, personality, and intellcctive variables plus a set of dependent
decislon—-naaking: var-Lables.ll‘!‘t Such an approach provides an analytical
Pramework within which various relationships of interest can be investi-
cated,

Ivi m
sl

Set
Ve v

»i" Lhese research ef{orts the concept of viewing decision-
makin© as a process (set of interrelated stages) has not been utilized

e —

R
““Brim et al., op. cit.
113, croa .
ll“&o;an and i/allach, on. cit.
We,

“HIbid.
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as an analytical approach. An exception to this was the Brim study where
a simplified decision process viewpoint provided the analytical focus.115

The logic ol an information-processing viewpoint of decision-
making seems clear, at least in general terms. The role of information-
processing in the decision process is well substantiated. A possible
linkage between explanatory individual and situational variables and
inrormation-processing variables appears to be a meaningful area of
investigatien.

The extensive base of findings on decision-making, phases of
information-processing, and individual decision makers is applicable
o the proposed study in a number of ways: (1) Fragments of work suggest
meaningiul variables (both dependent and independent) for inclusion in a
concartual model; (2) A number of related research findings offer in-
sizhts concerning relationships for investigation; and (3) Several efforts
provide useful guidelines for classifying data with regard to particular
variables of interest.

The research foundations explored in some detail in this chapter
are intecrated, where applicable, in the conceptual variable system
developod in the next chapter. Before moving ahead to this task it is
imrortant to identify in what ways the present study is unique as com-—

cared L~ previous related rescarch.

idmitations
Althoush there are a number of research [oundations applicable to

the :rosent study, no directly comparable work has been identificd.
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Perhaps, the most similar is the proposed effort by Bunker-Ramo discussed
carlier in the chapter.116 The limitations of previous research with
respect to providing foundations for the present research need to be
made explicit.
The use of a process viewpoint as an analytical frame of reflerence

must recognize the iterative, interrelated and feedback nature of a
sequential process. Care must be taken to utilize a basic unit of
analysis that will be responsive to the problems of feedback and inter-
relationships.

The possibilities for a conceptualization of variables with respect
G the Individual, the situation, and information-processing are over-
whelming. The range of choice is almost unlimited. Certainly, a
nansgeosble research effort camot hope to result in an all inclusive
variable systen.

A number of variables have been identified which impinge in varying
(recs ol sensitivity upon the decision-making area. A similar linkage
1as heen established between information-processing and decision-making.
Howrver, a delinite relationship between decision-making correlates
and information-processing is by no means clearly indicated, although
such & linkage is suggested.

“uch of the work in the information-processing area has tcen cone
centrated on certain stages or fragments of the decision process rather
than on the total process. A large number of studies have been concerned

with the user's search for information rather than information-rrocessirng

116 .
*IOBunkerfRamo, op. cit.
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relative tc a task oriented decision process. There has been no attempt
to link together in any comprehensive manner information-processing
variables which can be described by characteristics of the individual
and the task.ll7

A number of studies have concentrated on an individual's uses of
information with no attempt to consider information use in the context
of a decision process. These studies have been for the most part limited
in scope and of questionable value in describing individual information-
processing behavior.

Little study has been directed toward the transformation prhase of
information~processing in terms of how the problem solver evaluates
information inputs, what he does with them, and factors influencing the
significance of information inputs during the various stages of pro-
cessing information.

The identification of information seeking as a phase of the
decision=process is well established. Yet, to study only this phase in
the context of the present research effort would be too limited in scope
reconizing the linkage and recycling among stages of the problem solver.

An Important oricntation of this study is to consider information-

brocessing during the entire decision-process rather than to arbitrarily

identify en information collection vhase of the total process.

117The only exceptions to this are the specialized studies discussed

carlicr in the chapter in the area of human factors analysis. These
studies are used as inputs to the development of complex man-machine
systems.
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CHAPTER 3

CONCEPTUAL ANALYTICAL STRUCTURE

The task in this chapter is the formulation of a conceptual
analytical framework to aid in describing individual information-
processing during the problem solving process. An analytical model or
variable structure is necessary to link together applicable concepts and
to provide a basis for targeting relationships to be investigated
empirically.

In view of the exploratory nature of this study there is no unified
body of theory from which to draw. The effort is intended to suggest
new insights into individual information-processing and perhaps to
develop new concepts. Rigorous tests of carefully formulated hypotheses
are not intended.

The framework should be viewed as a classification system for
linking together variables and relationships. The objective in developing
this conceptual structure is to provide a flexible insight into indi-
vidual information-processing and at the same time insure that orderly
inquiry takes place. Conceptual building blocks will be organized with
respect to an information-processing viewpoint of decision-making.

The variables which are included in this conceptual formulation
appear to be the most important elements with respect to the individual,
the task, and information-processing. Those selected seem to be likely

choices in terms of the research objective, prior research, time and
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financial constraints inherent in an exploratory study of this type, and
the logic reflected by the variables which have been chosen.

The plan of the chapter is first to establish certain analytical
dimensions of the study. Next, the variable system is developed.
Finally, a set of relationships to be investigated is identified and

discussed.

ANALYTICAL DIMENSIONS

In this section certain analytical dimensions of the study are
discussed. First, several basic assumptions underlying the effort re-
quire explanation. Next, a number of basic definitions is needed in
establishing reference points. Finally, the domains of variables

pertinent to the research require clarification.

Assumptions

The following assumptions characterize the conceptual focus of the

study:
1. The environment of interest is that encompassing individual
technical people making decisions at the technical level.l

2. 1Individual information-processing is considered a subset of
the decision-making domain. It is assumed that those causal
influences impinging upon the decision-making domain may also

1Warren B. Brown in "Systems, Boundaries, and Information Flow,"
Journal of the Academy of Management, IV (December, 1966), pp. 318-327,
drawing from T. Parsons and R. M. Anthony, identifies three traditional
levels of decision-making in organizations: (1) the institutional level
for strategic planning; (2) the managerial level concerned with gathering,
coordinating, and allocating resources for the organization, and (3) the
technical level involving the acquisition and utilization of technical
knowledge in the accomplishment of operational actions. 1In this context
the present study is concerned with decisions relative to technical
knowledge in the carrying out of operational actions.
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influence information-processing. This does not infer that

the existence of one influence necessarily implies the other.
Rather, the implication is that correlates of decision-

making may be suggestive of possible correlates of information—
processing, thus identifying potentially fruitful directions

of inquiry.

3. The objective of the study is to describe rather than to
predict the information-processing behavior of individuals.

4. The study is not concerned with the identification of tasks
or problems to be solved. Rather, the existence of tasks
requiring solutions will be taken as given.

5. The direction of causality is assumed to move from those
characteristics pertaining to the individual and/or the task
toward information-processing behavior within a given
environment.

6. It is assumed that information is used by an individual in
seeking to solve a problem or to meet a particular need. In
other words information use has a purposive orientation and
is an integral part of decision-making.

7. The tasks of interest in the study are those which are the
responsibility of individual technical people. It is assumed
that tasks can be identified for which an individual pro-
vides the major output of the task. This particular task
orientation does not assume that there will be no inter-
action with other individuals relative to a particular task.

Definitions
A number of definitions are necessary to assure consistency cf

use of certain terms. These are indicated below.

Element of information.® Information can be categorized in various

ways. Elements, units, or chunks of information refer to discrete
segments of the total information relevant to the accomplishment of a
task. An information element is the smallest unit of task-required

information and would loose its identity and meaning with respect to the

2This definition is based on that provided in Auerbach Corporation,
DOD User Needs Study, Phase I-Vol. I (AD-615501), May 14, 1965

(Philadelphia: Auerbach Corporation, 1965), Appendix D for a "chunk" of
information.
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task if segmented further. An information element can be categorized in
terms of whether it is sought by the problem solver or arrives in a
random manner. At some point in the decision process an element is either
rejected or becomes an "input" to the decision. The information universe
in the context of study refers to that information which is not contained
in the mind of the problem solver. The informaﬁion element is broadly
defined as any stimulus considered by the individual fo¥ utilization in
the solution of a task. These stimuli can be oral and visual as well as
written.

Information-processing. Information-processing relative to task

oriented problem solving refers to the total path taken by an information
element rénging from initial search through the conclusion of a task.

The process can be divided into the four phases or stages of search,
receipt, evaluation, and integration.

Individual problem solver. The individuals of interest are those

actually carrying out tasks in contrast to those responsible for the
accomplishment of technical tasks. Information inputs to task solutions
may be provided by others since other individuals form a part of the
total information universe availéble to a given problem’solver.

Task. The tasks or problem:situations to be considered in the study
must involve a time span sufficient that they can be viewed in terms of
a process leading to a solution rather than consisting of a problem
identification and a relatively instantaneous decision. A basic prem;se
" is that on even relatively simple technical tasks, information-processing

occurs.

Individual's image state for task. Ammerman suggests that ail of

the accumulated, organized knowledge that an individual has about himself
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and his environment can be thought of as his image ggggg.B This state
includes everything the individual has learned including his values as
well as facts. It is organigzed by whatever concepts, images, or relations
the individual has at his command. It seems conceptually useful to de-
fine a similar image state for a particular task which would involve a
particular subset of the individual's total image state. A stimulus in
the form of a task to be solved would activate certain elements of an
individual's store of knowledge defined as his image state for the par-

ticular task.

Variable Domains

The selection of possible explanatory variables for individual
information-processing is open to a wide range of possibilities. For a
given environment these variables can be identified as belonging to the
domain of the individual, the domain of the problem or task, and the
domain occupied by variables characterizing the interaction of an indi-
vidual and a task.

The analytical focus of the study is that of considering information-
processing behavior as dependent upon variables relating to the indi-
vidual, task, and interaction domains. A concept that is central to the
proposed research is that of the search for information, receipt of
elements of information, and the processing of these task related elements
to the conclusion of the decision process of the task. Figure 3 indicates
the variable domains pertinent to the study and the assumed direction of

influence.

3Harry L. Ammerman, A Model of Junior Officer Jobs for Use in Developing
Task Inventories, Technical Report 65-10 (Alexandra, Va.: George
Washington University, Human Resources Research Office, November, 1965), p.13.
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Figure 3 —— Domains of Study Variables

VARIABLE SYSTEM

Certain analytical dimensions of the study were discussed in the
previous section. These guidelines provide the conceptual frame of
reference for developing a variable system of individual information-
processing. An extensive number of variable possibilities exists within
the variable domains ideﬁtified earlier in the chapter.

The formulation of an all inclusive variable system is not an
objective of this exploratory effort. Rather, the intent is to seek out
from the appropriate variable domains, a selective group of those
candidates which appear to be potential correlates of individual informa-
tion-processing behavior. A delicate balance exists between the formu-
lation of a sufficient, meaningful set of explanatory and dependent
variables on the one hand--while on the other hand restricting the variable
system to an appropriate size such that analysis will not be overly com~
plex. A key influence on these selections is the degree to which a

potential explanatory variable has been found through previous research
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to impinge upon the decision process domain. Additionally, where prior
research foundations are not available, potential variable linkages that
appear logical in terms of the desired variable system are indicated.

The sequence of variable identification moves from the information-
processing domain to the individual, task, and interaction domains.
The variable candidates are then assembled in a conceptual variable system.
At that point certain pertinent characteristics of the conceptualization

are discussed.

Information-Processing Domain

The relationship of information-processing as an important dimension
of a decision process was established in Chapter 2. The task at hand is
the identification of those variables which may be helpful in charac-
terizing information-processing activities of individuals.

It seems appropriate to consider information-processing variables
in terms of the following sequential phases:

1. Search. This refers to action taken by the problem solver to
locate information pertinent to his task.

2. Receipt. Information resulting from search action (or random
arrival) is received by the problem solver. This information
can be categorized according to various classification schemes.

3, Evaluation. Each information element is evaluated by the
individual with respect to the task at hand. The result of
evaluation is either acceptance or rejection.

L. Integration. The final phase involves the integration (use)
of an information element in the decision-process. The line
between evaluation and integration effort may at times be
difficult to identify.

The Lreakdown of information-processing into these phases involves

the risks inherent in attempting to characterize any dynamic, continuous

process as a sequence of discrete phases or steps. Nevertheless, such
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an approach seems inescapable in terms of the need to get at the
structure and interrelationships of the total process.

Morasky indicates that information-processing consists of selection,
assessment, classification or integration, and the reproduction of newly

L

acquired information. These efforts are quite similar to the information-
processing phases discussed above.

The information element provides a basic unit of analysis of the
study which allows a micro-viewpoint of information-processing. Informa-
tion can be classified by individual elements upon receipt by the indi-
vidual. This identity can be maintained through subsequent stages to
completion of a task. The use of such a basic analytical element should
overcome most of the problems involved in using a stage approach to a

process.

Search phase. Two dimensions seem sufficient and appropriate to

characterize the search phase. These are sources sought and search
investment.

A1l possible sources of information can be grouped into two subsets
assoclated with those sources in the internal environment and those con-
tained in the external environment of the individual. The internal
environment is defined as that related to the organization of which the
individual is a member, such as the firm. Examples of sources are a
supervisor, colleague, organized information system, and a manufacturer
or supplier.

-

ALctter from Robert Morasky, Assistant Psychologist, Reading Improve-
ment Service, The University of Michigan, Ann Arbor, Mich., December 28,
1966.
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Ammerman outlines four general types of information gathering
activities divided into communications from people and those discernable
from equipment or system:D

1. Seeking and/or receiving information from people via verbal
communications.

2. Observing the manner in which individuals accomplish tasks.

3. Observing the results of performance by others without
actively participating.

L. Accomplishing a task and then observing the results of the
performance.

Sources sought is a relevant variable for mapping the portions of
the information universe activated for a particular task. It is
important to know the particular intelligence structure used for a task.
The objective is to identify the variation and frequency of sources con-
tacted fer a particular task during all phases of the task. As dis-
cussed in Chapter 2, models of the decision-process typically characterize
information search as an early phase of the decision-process. In this
study search action during all phases of the decision process is of
intercst. Sources sought can be categorized by a descriptive classifica-
tion scheme subdivided into internal and external sources.

Search investment provides an additional dimension of the search for
infrrmation which allows comparison of the use of a scarce resource such
as time (or dollars) relative to each source sought. This variable is
intended to reilect the time and/or cost involved in searching for

information.

5Ammer'man, op. cit., p. 22.
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Receipt phase. This phase concerns the receipt of information

resulting from search action initiated by the individual, or alternatively
information relevant to a particular task may randomly come to the indi-
vidual's attention (for example, scanning a professional journal). At
this stage information can be identified in terms of elements. The
individual does not actually process information during the receipt phase.
Rather, it provides an appropriate point in the procéss at which each
information element can be identified according to certain descriptive
classifications. This identification is useful in tracing the subsequent
processing of each element through the evaluation and integration phases.

Information is not necessarily homogeneous. It can be categorized
in various ways. Meister and Farr suggest that the most important dis-
tinction is betwcen prescriptive and non-prescriptive information. They
indicate that prescriptive information has a mandatory effect on decisions
while the bulk of information is non-prescriptive in that acceptance of
the implications of the information is not mandatory. In effect, ﬁre—
scriptive information serves as a constraint upon the use of non-~
rrescriptive information.6

For analytical purposes it seems appropriaté to identify the receipt
of each information element as to its prescriptive or non-prescriptive

nature and then to classify each in terms of the communication channel or

media, type of element, and the timing and order of arrival with respect

to the decision process.

6Dav1d Meister and Donald E. Farr, Development of Tests to Measure
the Utilization of Human Factors Information _I_De51gners (U), (Canoga
Park, Calif.: Bunker-Ramo Corporation, December 16, 1965), p. 131.
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The Auerbach study provides a convenient classification system for

7

media and type of element.’ Examples of media are oral contacts,
brochures, computer printouts, texts, correspondence, etc. Categories
descriptive of element type include raw-data, design techniques, con-
cepts, and experimental processes. The timing and order-of-arrival
dimensions of the receipt phase concern the establishment of time and
relative order of arrival of each information element for a particular

task.

Evaluation phase. This phase concerns the evaluation of an informa-

tion element to determine whether to accept or reject it for integration
into the decision. Both rejected as well as accepted elements are
relevant to understanding individual information-processing in decision-
making. Four characteristics of the evaluation phase appear to be
apptopriate dimensions to describe the process of evaluating an informa-
tion element: (1) competency and reliability, (2) relevance to task,
(3) degree of conflict with the individual's image state for the task,
and (4) evaluation investment.

A low degree of relevancy of an information element to a particular
task seems to be an adequate basis for rejection. However, using only
this variable to describe the evaluation phase may tend to over-simplify
the process. Meister and Farr imply this when they indicate that ''the
utility of an input /information element/ must at léast balance the cost

before the input will be accepted."®

7Auerbach Corporation, DOD User Needs Study,. Phase I-Vol. II
(AD-615502), May 1k, 1965 (Philadelphia: Auerbach Corporation, 1965),
pp. 6-26 and pp. 6-30.

8Meist.er and Farr, op. cit., p. 130.
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For example, if a relatively high evaluation investment is required
before determining the relevance of a particular element it seems
reasonable that for certain individual and/or task characteristics
rejection might be expected to occur without determining relevancy or
alternatively it might be retained after determining relatively low
relevancy. It seems necessary, without evidence to the contrary, to
consider the evaluation phase in terms of more than a single dimension
(relevancy).

The competency and reliability of a particular element refers to an
evaluation based on the origin of the information. For example, an
information element that arrives from an origin which is considered
relatively unreliable by the individual might be less likely to be accepted
than another, all other things equal. Evaluation resulting in a
determination of questionable accuracy of an information element is re-
flected in the characteristic, competency and reliability of information.

The relevance of an element to a particular task was discussed above.
This is certainly a significant dimension of the evaluation phase. In
many cases, given an adequate determination of relevance, the characteristic
wlll probably serve as a sufficient basis for acceptaﬁce or rejection.

It scems reasonable to expect that the set of information elements
for a particular task will individually reflect various degrees of con-
flict -with the individual's image statevfor the task. Further, it would
be expected that since elements arrive throughout the decision process
that the image state at the time of receipt of each element will not be
thé same. A situation to illustrate the case might involve the receipt

of an element with high competency and reliability and high relevance
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but also with high conflict with a relatively certain image state. Thus,

-the variable, image state conflict, in a situation such as this would be

an important dimension of the evaluation phase of information-processing.
To not consider the characteristic without further evidence to the con-
trary seems inappropriate.

Evaluation investment concerns the time and/or dollars necessary to
reach the point of an accept or reject decision. It is expected that
this characteristic will vary by element and shoﬁld be identified for
each element.

Integration phase. This is the final phase of individual information-

processing. Integration is performed on all accepted information elements.
However, it is possible that an accepted element may be rejected during

the integration phase. This phase ranges from acceptance of a particular
element to the time that the task is completed. Integration of subsequent
elements with respect to a given element may bring about the ultimate
rejection of the element. The set of accepted elements plays a continuing
role in task solutions up to the conclusion of the task.9 An appropriate
group of integration dimensions'must reflect the dynamic nature of elements
moving through the phase.

Three variables seem useful for describing elements in the inte-
gration phase: (1) degree of image state change, (2) contribution to
result, and (3) integration investment. The latter 1s similar to the
investment characteristics discussed with respect to previous stages.

Investment can be viewed in terms of time span, cost, or man-hours.

7Ibid., p. 131.
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Integration of a particular element would be expected to influence
an individual's image state for a particular task from the time of
acceptance through to completion of the task. The degree of influence
of a particular element on image state change during this phase suggests
a relevant dimension of information processing.

An element's influence on the degree of image state change may not
reflect the element's contribution to the final result of a particular
task. Accordingly, it seems appropriate that each element be ranked,
rated, or grouped according to its contribution to the task result. It
is important to note that there may be a relatively high interaction
between an element's degree of image state change and its contribution
to the task result,

Meister and Farr describe an information-processing phenomenon
which seems analogous to a change in image state:

"Once information has been applied to a design solution it
becomes part of the body of information describing the system

and continues to be used by the designer but in a different

manner. Such information will continue to form part of new

inputs and may influence the_analysis of any new inputs

elicited by later problems."lo

This completes the identification of dependent information-processing

variables. The twelve variables are listed in Figure 4 by phase (they

are also denoted by the symbol I):

101bid., p. 131.
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SEARCH PHASE

Il - Sources Sought

12 - Search Investment

LYy

RECEIPT PHASE

I3 - Channel/Media
I’,+ - Type

I - Timing/Order of Arrival

Ly

EVALUATION PHASE

I - Competency/Reliability

1
!

Relevance to Task
18 - Image State Conflict

19 - Evaluation Investment

Sy

INTEGRATION PHASE

IlO - Image State Change
Ill - Contribution to Result

I12 - Integration Investment

Figure 4 —— Information-Processing Variables

The next stage in the development of this conceptual framework of
individual information-processing concerns the identification of
appropriate variables in the domains of the individual, the task and

individual/task interaction.
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Individual Domain

The possibilities for selection of variables from within the domain

of the individual can be grouped as to whether they relate to idiosyncratie,

intellective, cognitive, and personality aspects of the individual. No
attempt has been made to seek out an all inclusive set of variables
within the individual domain for use as possible correlates of individual
information-processing. An effort has been directed toward the selection
of a meaningful group of variables (with an indicated potential linkage
to the information-processing domain) representing each of the aspects

of the individual. It is important to note that these individual
dimensions are referred to as independent of a particular task.

Idiosyncratic variables. The range of possible variables relating

to idiosyncratic aspects of‘the individual is almost unlimited. Factors
such as age, sex, education, experience, job level, job type, and number
of pecple supervised are indicative of the range of possibilities. For
a given population certain characteristics will vary while others remain
relatively constant. The nature of the present study suggests years of
experience and job performance as relevant dimensions of variation.
Experience is referred to as professional job related experience. In
most cases age is indirectly reflected in years of experience.

Job performance appears to be a meaningful dimension that could.
influence an individual's informatioﬁ-processing behavior. Allen and
Andricn susgest that a relationship exists between group performance and
information gathering.ll It seems appropriate to define job performance

on a general basis rather than for a specific task.

11'I‘homas J. Allen and Maurice P. Andrien Jr., Time Allocation Among
Three Technical Information Channels by R and D Engineers (Cambridge,
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The selection of participants for the study will attempt to hold
constant various other idiosyncratic dimensions of the individual. For
example, only male subjects will be included.

Intellective variables. As indicated in Chapter 2 research findings

concerning the intellective correlates of decision~making are quite
limited. However, in view of the exploratory nature of the.study and
particular focus on individual information-processing, measures of verbal
and quantitative aptitude will be included.

Cognitive variables. An individual's cognitive processes concern

the means by which he achieves, retains, and transforms information.
Two cognitive dimensions appear to be promising as possible correlates
of individual information-processing: (1) risk~taking propensity and
(2) information-processing efficiency. |

Kogan and Wallach have distinguished between the kinds of risk
involved in cognitive processes and those involved in decision-making.

They observe that:

"The cognitive-judgmental tasks we have considered
ostensibly deal with problem-solving performance; the risk
element is more or less covert, emerging implicitly in terms of
the strategy the subject employs in meeting overt task require-
ments. Actually, the subject often was not told whether he
had been correct or incorrect. Thus, the risk element, if
present at all, is based on the subject's assessment of his own
tolerance limits for error. Decision-making procedures, by con-
trast, introduce risk explicitly, in terms of the subject's
assessment of probabilities of success and failure and their
corresponding utilities preparatory to making a choice. The

Mass.: Massachusetts Institute of Technology, Alfred P. Sloan School of
Management, August, 1965), p. 6.

ZJerome S. Bruner, Jacqueline J. Goodnow, and George A. Austin,
A Study of Thinking (New York: John Wiley & Sons, Inc., 1956), p. vii.
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risk element is clearly explicit whether the decisions occur

in a hypothetical success-failure context or in a situation

involving direct gain-loss consequences."

An individual's risk-taking propensity (of the cognitive~judgmental
type) seems to be an appropriate variable for inclusion in the study
as a potential correlate of individual information-processing. Certainly,
risk-taking propensity can conceivably influence a number of information-
processing characteristics. An operational difficulty concerning the
variable is that of achieving a measure of comparison among individuals
relative to their risk-taking propensities.

An individual's information~processing efficiency offers a potential
cognitive dimension. This variable along with the concept, "information
overload," was discussed in Chapter 2. Information~processing efficiency
is defined in the present study as the efficiency of an individual in
assimilating information. If the information inputs on a given task are
held constant (at a sufficient quantity level) then, for a given set of
individuals, information-processing efficiency can be measured in terms

of the variation in decision-making performance by each individual.

Personality variables. There are several reasons for not including
personality variables in this conceptual formulation. In terms of a
broad definition of personality processes (abilities, beliefs, attitudes,
and motives) certain personality dimensions have already been identified
as possible correlates of informétion—processing.

Personality correlates of decision-making are by no means clearly

indicated in the literature. Their possible impingement upon the

DNathan Kogan and Michael A. Wallach, Risk Taking: A Study in
Cognition and Personality (New York: Holt, Rinehart and Winston, 1964),
p- 5.
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information-processing domain is even less certain. Very little in the
way of prior research is available to guide the selection of appropriate
personality variables. Thus, a great deal of uncertainty prevails
concerning the impact of personality processes on decision-making in
general and on individual information-processing in particular.

The possibility of a relationship between personality processes and
information—prbcessing camnot be completely eliminated. However, in
view of the current state of knowledge concerning the area, the
analytical complexities involved, the indication of potentially stronger
influences on the part of other correlates, the already extensive system
of variables in this conceptual framework, and the exploratory nature of
the study, it seems reasonable to assume that personality variables do
not impinge upon the information-processing domain.

As a partial proxy for the personality dimension risk-taking
propensity may prove useful as indicated in Chapter 2. 1In view of this
aleng with the considerations discussed above, no personality variables

are included in this conceptual formulation.

Task Domain

The tasks of central interest in this study are those at the
technical level. These tasks concern the acquisition and utilization of
technical knowledge by individuals in the carrying out of operational
actions. (See study assumptions earlier in the chapter.)

Task variables are considered independent of the individual.
Variables that involve individual/task interaction are considered later
in the chapter. Decision process stage is not utiiized directly as a

variable; rather, it is used as a frame of reference with respect to the
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total variable system. For example, certain characﬁeristics are of

interest before a task is initiated. Others relate to the task over time

(during the process). Still others focus on the outcome of the task.
Variables occupying the task domain can be grouped in various ways.

For the purposes of this research effort task variables are placed in

one of two broad areas: (1) those aspects of the task which are of a

situational nature and (2) those characteristics that are of an evaluational

or abstract orientation. These two groupings are similar to the decision

classifications discussed in Chapter 2.

Situational variables. Numerous situational dimensions could be

considered. Four dimensions of variation have been selected for inclusion
in the study. These are: (1) the scientific or technical field of the

task; (2) the major output of the task; (3) the task function; and

(4) the time span of the task. These four situational task dimensions
seem appropriate as descriptive elements of the information-processing‘
model. Depending upon a particular environment of interest it is likely
that not all characteristics will reflect the same degree of variation.

The Auerbach study utilized the scientific and technical field of a
task as a descriptive dimension.lh Examples of field categories include
mathematics, electronics, geophysics, and medical sciences. Subcategories
can be identified within each major area.

'The major output of a task relates to whether the result is a finding,

15

a recommendation, a decision, or some other type of output. The intent

hpuerbach Corporation, DOD User Needs Study, Phase I-Vol. I
(AD-615501), May 14, 1965 (Philadelphia: Auerbach Corporation, 1965).

151bid., pp. B13-Bl4.
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is to describe the form of the output of a given task. The proposed
Bunker-Ramo study suggests that work output be identified as formal

(design product, analysis, experimental data, or plan of action) or

. . e 6
informal (memoranda, notes, or interpersonal communlcatlon).l

The task function refers to the level of the major output which can
range [rom research to manufacturing.l7 The Bunker-Ramo study breaks
down project (task) function into research, development, testing, and
analytic (e.g., proposals).18

Trull has identified the time span of a decision as a relevant task

19

characteristic. The time span of a task can be defined in terms of the
elapsed time between receipt of the task by the individual and its con-

clusion.

Evaluational. Three evaluational task variables have been selected

as possible correlates of individual information-processing. They are:

(1) the precision with which the task is defined; (2) the scope and com-

e ettt ———

plexity of the task; and (3) the degree of success of the results of the
problem solving effort.
The precision with which a task is defined suggests an important

dimension of variation. Included in the task definition are applicable

]nThe Bunker-Ramo Corporation, Proposal for the Study of Information
Utilization in the Industrial Environment, No., 5612-012-6Ul (Canoga Park,
Calif.: The Bunker-Ramo Corporation, Defense Systems Division, August,
1966), pp. 16-17.

“puerbach, op. cit., p. B-11.
1BRunker—Ramo, op. cit., p. 4.

19Sam.uel G. Trull, "Some Factors Involved in Determining Total
Decision Success," Management Science, XII (February, 1966), p. B=-271.
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task objectives and constraints—the standards by which information
elements and solutions are evaluated. It seems reasonable that the degree
of precision with which the task is defined is a relevant task character-
istic. It is not expected that the variable will remain constant during
the decision process.

Scope and complexity concern the difficulty cf attaining a solution
to a particular task. As discussed in Chapter 2 Simon's continuum
ranging [rom highly programmed tasks at one end to highly unprogrammed
(heuristic) decisions at the other end provides a basis for viewing scope

20

and complexity. This continuum may reflect the relative importance

of a task. Certainly scope and complexity is a task characteristic that
might be expected to influence individual information—proceésing.

A possible relationship between task results and information-
processing in terms of the degree of success appears worthy of investi-
gation. Allen and Andrien included this variable in their st.udy.21
Results should be evaluated in terms of task objectives and constraints.

Relatively successful results are reflected in terms of the degree to

which positive statements can be made regarding a task solution.

Individual/Task Interaction Domain

There are certain variables related to both the individual and a
particular task which need to be considered in the development of a
conceptual model of individual information-processing. Four variables

are considered: (1) the individual's image state at the outset of a

2

“Cerbert Simon, The New Science of Management Decision (New York:
Harper & Brothers Publishers, 1960), p. 5.

o)

“Ipllen and Andrien, op. cit.

ov——
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task; (2) the individual's degree of uncertainty concerning the outcome
of the task; (3) individual's interest in task; and (4) the ordinal
position of the task with respect to the other tasks being handled by
the individual.

Information theory as discussed in Chapter 2 offers a potentially
useiul concept for viewing an individual's image state with respect to a
rarticular task. Drawing from the theory it might be expected that if an
individual's image state concerning a task is perfect then no information
(outside of the mind of the individual) would be processed. Starting
from a less than perfect image state, change in the state would be ex~—
pected during the decision process.

An individual's degree of uncertainty regarding a task outcome pro-
vides an interaction dimension of possible relevance to this study. This
dimension relates to the individual's assessment of the probability of
success relative to making a decision. It is analogous to‘the Kogan and
Wallach explicit element of risk discussed earlier in the chapter.22

While an individual's image state and his uncertainty relative to
the ocutcome of a task seem closely related it seems reasonable to dis-
tinguish between the two variables. It may be found in certain instances
that the two are highly correlated.

A variable reflecting individual task interest appears relevant to
this study. Morris has defined "intrinsic interest" as the degree to

which a task is in and of itself interesting, motivating, or attractive

ZZKogan and Wallach, op. cit., p. 5.
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to group memters. He utilized a ranking scheme ranging from low
to high interest for a given task. Kogan and Wallach refer to an indi-
vidual's "ego-involvement!" in a decision which appears related to task
interest.zh

The ordinal position of a task is referred to as the position
(relative to receipt of the task) of a given task in terms of an indi-
vidual's set of tasks. As tasks are added and completed ordinal position

will change for a particular task. The variable appears potentially

relevant as a correlate of individual information-processing.

Variavle System

This development of a variable system of individual information-
rrocessing has moved forward along two channels. The first involves the
conceptualization of information-processing as consisting of four stages
or rhases. FEach stage has certain dimensions characterized by variables.
The complete set of variables for all stages comprises the dependent
variable system of the study.

the second main stream of development has provided a carefully
selected set of independent variables which appear_to bebpotentially use-
ful as correlates of individual information-processing behavior. Wheréver
rossiblc inderendent as well as dependent variables have been linked with
existing research foundations. In other cases logic and analysis have

;suided the selection of variables.

;SChar]es G. Morris, Effects ol Task Characteristics on Group Process,

Technical Report lo. 2, AFOSR-65-1519 (Urbana, Ill.: University of
Illinois, Department of Psychology, July, 1965), p. 20.

24Kogan and Wallach, op. cit., p. 6.
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Certain of the variable building blocks have been utilized in other
research efforts along similar lines to the present study. However, the
particular combination of variables in the present study is unique. The
complete set of variables can be placed into an organized framework or
variable system. This combination of variable building blocks is shown
in Fipure 5.

The impcrtant characteristics of the variable system need to be
specified. Consider the existence of a task or problem requiring a
solution by an individual. Using an information-processing viewpoint the
individual searches for information, receives information elements,
evaluates them, and integrates thcse accepted elements into the task
solution. The process is not necessarily sequential. Orderly processing

of each element may not occur. An element may wait at a certain stage

© while the individual moves back to a previous stage to process another

clement. The important consideration is that each information element
maintain its identity throughout the processing stages. In this context
the inrormation element provides a meaningful unit of analysis.
The iterative nature of the ‘decision process must be recognized.
The Iinformation element as a basic unit of analysis provides a way to
allow for recycling and doubling back in an individual's problem solving
rrocess. The information elemeni gains its identity at the_receipt stage
and maintains it through to completion of the task.
Information-processing is viewed aé an integral part of the decision
proéess. For given problem situations (tasks) facing the individual,
analysis via fhe information-processing variable system can span each
decision process situation from recognition of the task to the final out-

come.
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The framework is flexible to the degree that improvements can be
made as the study proceeds. The variable system lends itself to a pro-
cess type of analysis. It links together the central dimensions of the
study—the individual, the task, and information-processing.

Those variables relating to the individual, the task, and the indi-
vidual/task provide the set of characteristics to be utilized in attempting
to gain a better description of individual task oriented information-
processing. The complete system provides a useful framework for identi-
fying potentially important relationships and for developing an appropriate

methodology for empirical analysis.

RELATIONSHIPS TO BE INVESTIGATED

This study is exploratory. The intent of the research effort is to
point out possible relationships rather than to make rigorous tests of
carefully formulated hypotheses. A strategy which seems logical in terms
of the nature of the study is to identify, rather specifically, the
relationships of interest, using these to guide the collection and
analysis of data.

The analytical framework shown in Figure 5 suggests three areas with-
in which relationships can.be identified to aid in refining the model
and to better describe the dimensions of individual information-processing .
in the accomplishment of tasks. Relationships may be grouped according
to those associated with:

1. the information search stage,

2. the evaluation stage,

3. the integration stage.
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The receipt stage is a classification point for establishing the
dimensions of each information element for the remainder of the decision
process. Accordingly, relationships will not be investigated for the
receipt stage.

In the context of the variable system that has been formulated, two
main sets of relationships are of interest. The first concerns the
over-all impact of the group of independent variables on the sets of
dependent variables in each of the phases of information-processing. The
second area of interest concerns the degree (and direction) of influence
of each independent variable on the various sets of dependent variables.

An assumed direction of influence of the variables in the study has
been indicated in terms of the identification of independent and dependent
variables. The three groups of independent variables relate to the indi- ‘
vidual, the task, and individual/task interaction. These variables are
believed to be possible correlates of individual information-processing.

In reference to Figure 6, four specific relationships are of
interest:

1. The agpregate influence of the complete set of independent
variables on the total group of dependent variables.

2. The total impact of the set of independent variables on each
of the search, evaluation, and integration phase variables
sets,

3. The strength of influence of each independent variable.

L. The direction of influence of each independent variable.
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The aggregate influence of the complete group of independent variables

on the dependent set refers to the strength of the combined relationship

between the two groups of variables.

Interest is in terms of the degree

to which the combined exploratory variables are related to the total set

of dependent variables.

In a similar context, the impact (influence) of the explanatory set

on the subset of dependent variables in each of the three phases is also

of interest.

For example, what sort of a relationship exists between the

group of variables pertaining‘to the individual, the task, and their

interaction-~and the search phase variables, Sources Sought (Il) and

Search Investment (I,)?

A determination of the strength and direction of influence of each

independent variable can provide guidelines concerning the importance of

the role played by each element in the total variable system. For

example, it would be of interest to find (for a given environment) that
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Risk-Taking Propensity (Ph) is relatively more important in describing
information search behavior (search phase variables) than is Information-
Processing Efficiency (P5). In a similar context, the direction of
influence (i.e. variation in direct proportion or alternatively in

inverse proportion) of each independent variable is important.

SUMMARY

In this chapter a conceptual framework for analysis of individual,
task oriented, information-processing has been developed. The model
consists of several independent variables believed to be potential
correlates of information-processing variables. These variables have
been selected from the domains of the individual, the task, and their
interaction.

The variables do not reflect an exhaustive, all inclusive attempt
to identify all possible independent and dependent variables. However,
they do appear to be likely candidates for empirical investigation.

Several relationships of interest have been identified. These
vossible relationships relate to the aggregate impact of independent
variables on the dependent set as well as to the role of each variable
in the system. These relationships provide guidelines for developing an
appropriate methodology for empirical analysis. This is accomplished

in Chapter 4.
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CHAPTER 4

RESEARCH METHODOLOGY

The conceptual framework developed in Chapter 3 provides the
structure within which relationships of interest to the study can be
investigated. In this chapter the research methodology utilized to
investigate these relationships is presented. The research site se~
lected for the study is discussed along with the subjects and tasks
included in the study. The measurement of each independent and dependent
variable is described in detail. The statistical method of analysis

of data is outlined.

RESEARCH SITE

Environment of Interest

The environment of interest in the investigation is that within
which individual information-processing takes place in the accomplishment
of technical tasks. Technical problem solving can be viewed as a pro=-
cessing system through which information inputs are transformed into new
information. 1In this context the individual scientist or engineer is anv
information processor. He obtains, evaluates, utilizes, transforms, and
gencrates information.l |

In view of the exploratory nature of the study, depth of investiga-

tion is of primary interest. Information-processing variables and their

1Auerbach Corporation, Interview Guide Handbook (Philadelphia:
Auerbach Corporation, July 2, 1964), preface.
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possible correlates provide the main focus of the effort. There is no
intent to generalize in any quantitative sense about the findings of the
research. There are a number of reasons for confining this type of
investigation to a single organization. A discussion of these factors
follows.

The on-going, dynamic aspects of individual information-processing
are central to the research effort. Interest is in the intricacies of
task-oriented information-processing from the recognition of a task
through to its completion. A depth study of variables and their inter-
relationships is more important than obtaining a large number of observa-
tions of particular variables. fThe financial and time limitations of
the study prevent both depth and breadth of data collection.

In view of the dimensions of the study as well as its process
orientation, it is important for the researcher to gain a close and con-
tinuing relationship with the subjects by utilizing multiple interviews,
structured diaries, questionnaires, observations, and monitoring of tasks
including related records and paper work associated with each subject
and task.

Full cooperation on the part of the study participants, as well as
an understanding of the nature and depth of information required for the
study, are critical in achieving the objectives of the research. Data
collection requirements are extensive and time consuming. Tﬁe success

of the effort is highly dependent upon the researcher being able to

_ obtain, in effect, a play-by-play description of information-processing

activities.
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The time required from each study participant is extensive. The
organization involved must be willing and able to make this time
available. It is also important that the tasks involved in the study
reflect some degree of homogeneity.

Finally, it is necessary that the various environmental influences
surrounding the research site be held constant. This would be extremely
difficult if more than one organization were utilized.

The Aerospace Research Applications Center (ARAC) at Indiana
University provides a research site which satisfies these requirements
reasonably well. ARAC is a cooperative program on the part of the
National Aeronautics and Space Administration, Indiana University, and
industry. The Center's primary mission is to aid and accelerate the
transfer of technology from government research and development results
into commercial applications.2 Transfer concepts and mechanisms have
been formulated, developed, and tested in industrial firms utilizing
varicus man~-machine system combinations.

One of the major efforts of the Center involves the accomplishment
of technical tasks requested ét random from over 60 industrial firms
representing a broad cross section of sizes and types of firms. These
tasks range from carefully defined, specific problems, such as the heat
transfer coefficient of a particular material, to broad "state-of~the-
art" type tasks, such as identifying available infonmatipn on magnetic

film devices.

2See David W. Cravens, "Information Systems for Tochnology Transfer,"
Science, Technology, and Marketing, ed. Raymond M. Haas (Chicago: Amnrlcan
‘Marketing Association, 1966), pp. 47-60 for a detailed discussion of
ARAC's efforts relative to the generatlon, communication, and transfer of
technology.
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These tasks, while of an information gathering nature, are signifi-
cantly more than literature searches. FEach staff engineer or scientist
is faced with finding a solution to the problem at hand. He is, in
effect, a problem solver at the disposal of the particular technical
person in a given firm.3 The staff engineer seeks information from a

variety of sources (both internal and external) in attempting to solve a

problem. Careful assessment and evaluation of information are accomplished.

While ARAC's technical staff is made up almost entirely of graduate
students, these people are competent professionals operating within a
technical environment.

Approximately 20 problems arrive randomly from the Center's partici-
pating companies each week. The tasks typically represent sub=-problems
of larger tasks such as research and development projects. Considering
the time span and scope of complete projects and programs (some lasting
several years) it is necessary to restrict this study to identifiable
tasks or sub-units of larger projects. Such tasks areAprovided by the
problems handled by ARAC.

There were several reasons for selecting this organization as a
research sife:

1. Meaningful technical tasks of reasonable time span are pro-

vided. Tasks arrive on a random baais from a rather
extensive population.

[ae

There is a certain similarity in the nature of the tasks yet
appropriate variation is reflected for the variables of
primary interest. The desired characteristics are available.

’a somewhat similar use of ARAC staff engineers for dissertation
research is discussed in Ralph H. Sprague, Jr., A Comparison of Systems
for Selectively Disseminating Information, Indiana Business Report No. 38
(Bloomington, Ind.: Graduate School of Business, Bureau of Business
Research, 1965), p. 32.
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3. An information-processing emphasis is inherent in the tasks ‘
offering an extensive base of data relative to each task.

L. The staff technical people should provide appropriate

variation concerning the individual characteristics of
interest.

5. The site provides the researcher the many advantages of a
quasi-controlled laboratory experiment and yet overcomes
many of the limitations of experimental studies involving
college students.

Subjects of the Study

fighteen male subjects were utilized in the study. The subjects
were staff engineers and scientists employed by ARAC while pursuing
additional degrees in business administration, law, and science.

Each individual had a work commitment of 24 hours a week for which
he received $360 a month. All subjects had bachelors degrees in science
or engineering. Fourteen were working on Masters Degrees in Business
Administration. Three men were pursuing law degrees and one graduate
work in mathematics.

The subjects provided a somewhat abstract representation of technical
problem solvers in industrial firms. However, there were several
important reasons for selecting these individuals for the study. First,
they served as reasonable proxies for technical problem solvers in
industrial firms. Each had a teéhnical education and professional
experience. The nature of their ARAC work responsibilities required
technical competence. The tasks were related to industrial technical
problems.

Use of these individuals‘in the study provided an environment which
could be expected to remain relatively constant during the course of the

research investigation. This environment was not unlike that of an
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industrial organization. The combined responsibilities of graduate
studies and work as ARAC staff technical people provided an abundance of
operating pressures and conflicts. Their work commitment was important
for both financial and professional reasons, thus providing appropriate
motivation to each subject.

Finally, the individuals of interest prcvided the researcher with
convenient access to the collection of data required for an exploratory
study of this type. The ready access of the site to the investigator
also was expected to minimize nonresponse bias.

The subjects were similar in many respects. All had relatively
high intellegence. Each was seeking an additional college degree,
Similar criteria were considered in selecting them for employment in-
cluding technical education and grades, industrial experience, communi-
cation skills, and maturity. Their job duties and responsibilities were
essentially the same.

There can be certain problems involved in the use of graduate
students as research study subjects. Applewhite comments on this as
follows:

"Statistically speaking, the most difficult problem here

is inferring from a laboratory group of college students

sclving mathematical puzzles to a real organization solving

cconemic problems. Not only is the population different,

rut so also is the task."s

The work environment of the subjects in the present study was

believed to overcome (or at least reduce) these problems and at the same

time rrovide a quasi-laboratory setting.

“Philip B. Applewhite, Organizational Behavior (Englewood Cliffs,
N. J.: Prentice-Hall, Inc., 1965), p. 55.
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It was assumed that all subjects weie sufficiently well adjusted to
their jobs that the effects of "learning" were negligible. The Center's
experience as reflected by its management has been that new staff
scientists and engineers become oriented to their Jobs rather quickly
(within 60 days). All subjects had been employed by ARAC 60 days or
longer. Additionally, the Center's management suggested that, to what—.
ever degree learning curve effects might be present, these influences
protably would be reflected in experience and Jjob performance. Both of

these variatles were included in the study.

Tasks Included in the Study

The tasks included in the investigation were "retrospective search"
requests received by ARAC from the Center's participating industrial
firms. These tasks were similar in a number of respects. Each was an
information seeking and processing situation, ranging from a very specific
answer to a broad state-of-the-art type request. All tasks were of a
scientific or technical nature. These tasks could be viewed as repre-
senting the information seéking stage of a decision process model. With
the exception of state-of-the-art requests each task typically repreéented
an element of a larger problem. All tasks were related to current
industrial problems, ranging from production engineering to édvanced
research and development. The tasks involved mu}ti-dimensionél Jjudgments
in that various factors were considered in reaching a final decision.

The tasks arrived on a random basis. It is difficult to determine
why technical people in industrial firms sent these requests to ARAC.

Two factors appeared relevant. First, considering the nature of the

Center's mission it seemed likely that individuals in the firms using
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the Center's services believed that relevant information concerning their
problems might be found in the govermment scientific and technical
information base. A second consideration was that the tasks submitted

to ARAC probably represented elements of problems on which preliminary
search of the "local” environment in the firm had yielded little or no
informaticn. In this context the tasks included in the study represented
sub-problems of non-programmed tasks in that there were no simple pro-
cedures for achieving solutions. Or in simple terms, only the tough

ones were submitted to ARAC.

The Center typically provided a two week processing time on all
requests which tended to keep the magnitude of each request within a
fairly stable and predictable time and effort range. Each task required
the ARAC staff technical man to interpret what the company man's problem
consisted of in terms of objectives and constraints. This interpretation
usually involved analysis of an oral or written request coupled with
subsequent interaction with the requestor.

Hequests received from industrial firms were assigned by the Retro-
spective Search Service (RSS) supervisor to individual staff members
giving first priority to the technical area involved in a particuiar task.

For example, a plastics problem was typically assigned to a chemist or

chemical engineer. This assignment also took into consideration industrial

experience as well as educational background. Two additional factors
which influenced the assignment were the current workload of staff members
whose areas of professional specialization were relevant to the task, and

the stafi member's indicated past periormance.
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These factors suggested that a certain degree of homogeneity could
be expected to exist across the tasks included in the study. At this
point it is impo;tant to examine in what ways the tasks may have differed
beyond those characteristics included in the study. Additionally, these
characteristics need to be assessed in terms of their sensitivity as a
possible source cf unmeasured influence in the study.

Tasks may coriginate from the actual problem solver in a firm, or
from an intermediary such as a librarian. The tasks may be initiated by
individuals working in production through tc advanced research and
development. Only tasks submitted by actual problem solvers were included
in the study. It was not anticipated that tasks originating from various
phases of company operations would introduce a dimension of task variation
that would influence individual information~processing within the study
environment.

The nature of the information elements expected by the individual
in the firm can range from information on a specific technique through
tc general information on some technical subject such as adhesives. It
was assumed that, in view of the number of other similarities as well as
the task dimensions measured in the study, the nature of information
elements would not influence individual information-processing in the
centext of the study.

The firm submitting a request to the Center can vary significantly
by size, product line, and technical capabilities, as well as in other
ways. This dimension of variation is probably not as important with
respect to task variation as a possible influence on individual informa-

tion~processing as are other indicated variations. It was assumed that



size and type of firm were not variables which would influence individual
information-processing.

Approximately 20 tasks arrived each week and were assigned on the
basis of area of specialization and work load to the eighteen staff
engineers and scientists. Completion Lime for the tasks ranged from less
than a week up to 60 days. Each involssd less than five sources up to
ten or more. A range of from less than 25 to over 100 information
elements were processed for each task.

The basic unit of analysis for the study was the information element.
On this basis a population of eighteen individuals handling two tasks
each would involve nearly 3,000 information elements (assuming 75/task).
Thus, around 40 tasks were expected to provide a reasonably large base
of data and, at the same time, overcome the statistical problems inherent
in a small sample.

The tasks included in the study were selected in two phases. Phase
A and Phase B included 25 and 15 retrospective search tasks, respectively.
Two phases were used to allow incorporation of data collection improve-
ments during the course of the study as well as to prévent any one subject
from receiving a large number of tasks on which detailed data was required.
Also, it was necessary to hold the number of study tasks in process at
a sufficiently manageable level fcr the investigator to maintain con-
tinuous surveillance.

It was assumed that the tasks arrived on a random basis. All tasks
received during each phase were included in the study. The sample of ao‘
tasks was believed to be of sufficient size for statistical testing of |

the relationships of interest in the study. Each task required an
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estimated two to five hours of additional time on the part of the subject
in order to provide the data required for the study. The financial

and time constraints of the study prohibited the use of a sample size in
excess of that utilized.

There was no reason to believe that the group of 40 tasks differed
significantly from the regular stream ¢f tasks received from ARAC. Those
included in Phases A and B were two complete segments of the regular flow
of tasks. In order to eliminate any possible subject/task bias, tasks
were assigned in accordance with the (enter's regular decision rules to
the 18 subjects. In doing this there was no way to assure an even dis-
tribution of tasks among subjects. The actual task distribution is

shown below:

Tasks Subjects
o 6
2 . e e e e e e e . 5
1 5
L e s e e e e e e e e 1
> P 1

DETAILS OF THE PROCEDURE

The objectives and character of the study were discussed in detail
with the managemént group of ARAC i~ an attempt to identify potential
measurement problems as well as to gain useful insights into measurement.
Four tasks were monitored by the investigator before final development of
measuring instruments. This was done to gain a detailed look at the

intricacies of information-processing in the context of the tasks

‘utilized in the study. These findings provided inputs to the design of

measuring instruments for both the dependent and independent variables.
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All measurements of independent and dependent variables were ob-
tained from the subjects of the study except those related to the task
variables and to the individual variable, job performance.

In advance of data collection the subjects were asked to participate
in a study of individual information~processing and decision-making.
They were told that certain informaticn would be asked for relative to
the details of their information-processing activity on retrospective
searches. It was indicated that the time required for the study would
be a part of their regular working hours.

The details of each dependent variable measurement were explained
individually to each subject. The instruments to be utilized were dis-
cussed and questions were answered. Care was taken to focus these dis-
cussions on what each measurement involved in terms of the sub ject
supplying the required data. Questions concerning "why" a particular
measurement was included were delayed until the completion of the study,
at which time each subject was given access to the complete results.

A basis was established for regular interaction between the subject
and the investigator. Each subject was encouraged to seek answers to
any questions that might develop during data collection. Regular con-
tact was made with each subject to further preclude misﬁnderstandings
concerning the data required,

Throughout the data collection emphasis was placed on the fact that
the study focus was on what actually was done by the subject in his
information-processing activities. It was indicated that there were no
"right" or "wrong" answers in the context of the study. Rather the interest

was in describing in as great a detail as possible what actually happened.



In view of the process orientation of the study it is important to
identify where in the decision process each variable was measured. This
is indicated in Figure 7.

MEASUREMENT OF VARIABLES

Measurement Problems

Defore discussing the detaiis usmocinied wili Jbe neasurement of
each variable it is appropriate to :zcnsicer certain probiems associated
with measurement. Measurement is a technigque utilized to superimpose a
concept on an environment and to identify changes in the concept.5 Rigby
has identified three problems associated with measurement. First, the.
identification of a satisfactory scaling device. Second, the researcher
must make certain that he is actually measuring what he thinks he is

measuring. Third, the measurement must be made as accurately as possible

- and the degree of precision known.é

Measurement can be classified according to levels: nominal, ordinal,

interval, and ratio. Each is briefly outlined below drawing from

7

Siegel:

Hominal or classificatory scale. This is measurement at its weakest

or very primative level. Numbers {cr cther symbols) are used to classify

an object, person, or characteristic. The scaling operation involves

’Paul H. Rigby, Conceptual Foundstions of Business Research (New York:
John Wiley and Sons, Inc., 1965), p. 156.

éIbid., p. 158.

'7Sidney Siegel, Nonparametric Statistics for the Behavioral Sciences

(New York: McGraw-Hill Book Company, Inc., 1956), pp. 22-29.
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partitioning of a given class into a set of mutually exclusive sub-
classes.

Ordinal or ranking scale. Measurement at this level allows objects

to be ranked on a basis of comparison. In other words X is greater than
Y. It is not known how much greater. If the relation "greater than"

(/) holds for all pairs of classes then an ordinal scale exists.

Variable measurements in the behavioral sciences are typically no stronger
than ordinal.

Interval scale. Measurement according to this scale provides all of

the characteristics of ordinal measurement with the additional character-
istic that the distances between any two numbers on the scale are of
known size. Thus, the measurement achieved is considerably stronger than
via an ordinal scale.

Ratio scale. A ratio scale has all of the characteristics of an
interval scale plus a true zero point as its origin. Here, the ratio of
any two scale points is independgnt of the unit of measurement. Any
statistical test can be utilized if ratio measurement has been accomplished.

Most of the measurements that were utilized in the study were either
on an ordinal or interval scale.

The approach which was folldwed in the study was to develop a con-

ceptual model of variables. This was accomplished in Chapter 3. During

‘this conceptualization the actual measurement of variables was not con-

sidered. The appropriate sequence is to formulate a conceptual framework.
Then, given this body of concepts, the next task is to select measuring

instruments. This sequence was followed in the study.
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Every effort was made to identify and utilize existing measuring
instruments where applicable to the particular measurement task at hand.
In situations where this was not possible, specific instruments were
developed for use in the study.

The variable system outlined in Figure 5 in Chapter 3 provides a
helpful identification of the variabl: s discussed on the following pages.
The sequence of discussion of variable measurements ranges from the
independent set, including the irdividual, task, and joint domains,
to the dependent information-processing set. Fach variable is discussed
in terms of the particular measuring instrument to be utilized, source of
measurement, unit of measurement, level of measurement, and time and

frequency of measurement.

Individual Domain

The three groups of variables pertaining to the individual are:
(1) Idiosyncratic, (2) Intellective, and (3) Cognitive. Each of the
variables in these groups was measured independent of a particular task.

ldiosyncratic variables. The two measures in this group were

Experience (Pl) and Job Performance (PZ)' .
Experience (Pl) was measured in two ways. An aggregate measure was
obtained in terms »f the years of profassicnal experience of the subject.
A second measure, ARAC job experience, was utilized to attempt to allow
for possible job learning curve influences. The aggregate measure
included ARAC experience. Work accomplished as a part of university-
iﬁdustry cooperative programs was counted as well as applicable summer
professional experience. Work in ARAC was counted on the basis of 60

percent of full time in view of the 24 hour work week. Data was obtained
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from personnel records and supplemented where necessary by personal
interviews. The level of measurement was on an interval scale. Measure-
ment was as of February 1, 1967.

The measurement of Job Performance (P2) was approached along two
avenues. A ranking instrument was utilized to obtain independent job
performance rankings of subjects from three ARAC managers. Each worked
closely with the subjects on a day-tc-day basis. The instrument is shown
in Appendix A.

A sccond instrument was developed using the same criteria as were
used in the ranking instrument above. This measurement resulted in a
rating index for each subject ranging from very low performance (1.0) to
extremely high performance (7.0). The Job Performance Rating form is
shown in Appendix B. Ratings on ecach subject were obtained from the
same three ARAC managers as for the subject rankings.

The criteria used as a base reference for the ranking and rating
instruments were a set of relevant job performance factors. These were
developed through personal interviews with ARAC management personnel.

The criteria utilized were the results of the combined judgments of the
management grouv.

Intellective variables. Two measures were utilized in attempting

to identify intellective variation .ww-ag sublects. Test results on the
’Admission Test for Graduate Study in Business were already on record
in thevIndiana University Graduate School of Business for 16 of the
subjects.B These results were available in two parts (verbal and

quantitative) as well as an aggregate score.

8Administered by the Educational Testing Service, 20 Nassau Street,
Princeton, New Jersey.
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The Wonderlic Personnel Test was utilized as a second intellective
measure.9 This instrument was developed by E. F. Wonderlic to aid in
examining and measuring mental abilities of adults in business and
industrial situations. The test has been standardized in a business
situation on adults with age ranges from 20 to 65 and with various work

10
backgrounds.

Cognitive variables. Two existing instruments were utilized to

measure the cognitive dimensions, Kisk-Taning Fropensity (P,) and
Information-Frocessing Efficiency (F,.). 7he instrument used to measure
e

risk-taking propensity was the Kogan and Wallach "Choice Dilemmas Pro-

cedure.”ll

This is a twelve item instrument in which each item represents
a choice dilemma between a risky and a safe course of action. The sub-
Ject is asked to select the probability level for the risky alternative's
success that will make it sufficiently attractive to be chosen. The pro-
cedure is of a semi-projective nature in that the subject is asked how

he would advise others for each of the twelve situations. As an example
of the instrument, situation Number 5 from the Choice Dilemmas Procedure

is shown in Appendix C.

Use of the Choice Dilemmas Procedure involved the assumption that

the subject's advice to others reflected his own regard for the desirability

of success relative to the dis-utility >f failure. The validity of this

%. F. Wonderlic, Wonderlic Personnel Test Manual (Northfield, Ill.:
E. F. Wonderlic and Associates, Inc., 1966).

01pig., p. 3.

Myathan Kogan and Michacl A. Wallach, Risk Taking: A Study in
Cognition and Personality (New York: Holt, Rinehart and Winston, 1964),

pp. 256-261.
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assumption may be questionable since there are certain ambiguities

present on at least eight of the twelve questions according to Professors
Cummings and Harnett of the Indiana University Graduate School of Business.
They have modified the instructions on the Kogan and Wallach instrument

in an attempt to overcome these ambiguities.

The original version of the instrument was utilized in this study
because of the extensive base of results available for comparative pur-
poses. The possible scores on tha test range from 12 to 120, with a
larger score reflecting greater conservatism.

It is important to note that Kogan and Wallach have used the instru-
ment to measure risk-taking propensity as a dependent variable. In the
present study risk-taking propensity was considered as an independent
variable. Professors Harnett and Cummings have utilized the instrument
in a similar way.

A modified approach to that utilized by Hayes was followed to obtain
an information-processing efficiency index for each subjéct.l2 Each sub-
Jject was provided with 32 decision situations each containing eight
alternatives and eight chéracteristics describing each of the alternatives.
Decision quality and decision time were measured. A weighted decision
time/quality index was calculated to serve as a measufe of each subject‘sv
information-processing efficiency. Ccmplate details concerning the
measurement of the index are shown in Appendix D. Hayes' research was

discussed in Chapter 2.

1250hn R. Hayes, Human Data Processing Limits in Decision Makirg,
Report No. ESD-TDR-62-48 (Bedford, Mass.: Air Force Systems Command,
Electronic Systems Division, July, 1962).
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Task Domain

The two groups of variables pertaining to the task are:
(1) Situational and (2) Evaluational.

An instrument called a Task Record was developed for use in recording
task variable measurements. This is shown in Appendix E, along with
instructions for completing the forwm. Each ol the variables in these
groups was measured independent of a particular individual. Measurements
of each task variable were obtaired rom the ARAG Retrospective Search
Service supervisor. Task variable measurements could have been obtained
from each subject for a given task. However, by obtaining all task
measurements from one individual a greater degree of consistency of
measurement among tasks appeared probable.

Situational variables. The variables included in this group were

Field (Tl), Major Output (T,), Task Function (T3), and Time Span (T,)-
In terms of the homogeneity of the tasks included in the study it was not
anticipated that variables Ty, T2, and T3 would vary to the degree that
their possible influence upon information-processing could be investi-
gated. Additionally, the task sample was too small to obtain sufficient
observation of this variable in the categories available. However, a
measurement of each was obtained according to a classificatory scale.
Investigation of possible relaticnshins based on these dimensions of
variation was not attempted. i

Classification of Field,(Tl) was accomplished using the categories
éstablished by ARAC for identifying the field of each task. These are
shown in Appendix F. Measurement was accomplished upon receipt of each

task.
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Major Output (Tz) was measured using the éategories provided in the
Auerbach study.13 The major output referred to whether the output was a
finding, a recommendation, a decision, or other. The categories used are
shown in Appendix E.

The Task Function (T3) referred to the kind or level of output with
respect to the use of the task result. A modified version of the
categories provided in the Auerbach study was utilized.lh This is shown
in Appendix E.

| The Time Span (Th) of each task was measured in terms of the elapsed
time (in working days) from reéeipt of a task to its completion.

Evaluation variables. The variables included in this group were

the Precision of Definition (TS)’ Scope and Complexity (Tg), and Results
(T7) of the task.

A rating scale was utilized to assign to each task an index of
precision of definition, ranging from poorly defined (1) to well defined
(7). Precision of definition was measured in terms of the information
provided (task objectives and constraints) on the task when it was
received. .The rating was accomplished upon receipt of each task.

Two measures were included to characterize the scope and complexity
of each task. The first was a rating obtained.by asking the RSS super-
visor to rate each task from 1 to 7 based on the difficulty anticipated
in gaining a solution. The second measure utilized the technical man-

hours invested on each task to reflect task scope and complexity. Using

13Auerbach Corporation, DOD User Needs Study, Phase I-Vol. I
(AD-£15501), May 1k, 1965 (Philadelphia: Auerbach Corporation, 1965),
p . 8-13 .

Y1big., p. B-11.
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this basis of measurement it was assumed that the scope and complexity
of a given task were reflected in the amount of technical effort required
to complete the task.

The two-dimensional measureﬁent of scope of complexity was included
to guard against task situations where a single measure might not
adequately represent scope and complexity. The rating was accomplished
at the outset of the task. The man~-hours invested were obtained from
accounting records at the completion of each task.

Measurement of results was intended to get at how well the problem
was solved in terms of specified objectives and constraints. A rating
scale of 1 through 7 was utilized to obtain a result rating for each
task. The rating was accomplished at the completion of each task by

the RSS supervisor.

Interaction Domain

The four variables pertaining to the interaction of individual and
task were: (1) Image State for Task (J1), Interest in Task (45),
Certainty of Outcome (JB)’ and Ordinal Position of Task (Jh)' Measure-
ments of these variables were obtained from each subject. The data were
obtained with respect to each task assigned to a particular subject.
The instrument developed for use in obtaining measures on these four
variables was the Search Record which is shown in Appendix G.

A Search Record was given to each subject*ﬁpon receipt of each task
included in the study. It was completed in the presence of the researcher.

An additional Search Record was also completed at the conclusion of each

task.
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The entropy concept of information theory formulated by Shannon
was utilized to gain a measure, or index, of each subject's image state
for a particular task.15 The concept of a human being as a communication
system in the context of information theory was developed and discussed
in Chapter 2.

On a given task the subject was asked to do three things to provide
the required information for the computation of his image state index for
a particular task. First, he was asked to list the alternative sources
of information which he believed might contain information relevant to
the task. In view of the information seeking nature of the tasks included
in the study, these sources were viewed as equivalent to various decision
alternatives for the task. The various sources of information for the
tasks included in the study were in effect "solution paths."

The subject was next asked to indicate the probability that a par-
ticular information source contained relevant information. The subject
was told that each probability estimate was independent and that the
estimate did not refer to the quality of information contained in the
source. This probability estimate was identified as q;.

The third aspect of the image state measurement was to ask the
subject to specify for each alternative source of information the condi-
tional prebability that if the source contained relevant information,
then how good (quality) was it expected to be. This probability estimate

was identified as ry.

15¢laude E. Shannon and Warren Weaver, The Mathematical Theory of
Communication (Urbana, I1l.: The University of Illinois Press, 1964).
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These three measurements were combined into the following measure
of a subject's image state for a task:

Image State (Jl) = - 5: P, log ¢ Pj
i

Where i is the number of alternative sources listed and P =qi ri.

It was assumed that an individual's image state at the outset of a
task would be a more sensitive influence on his information-processing
activity than an average of J1 over the time span of the task. The change
of Jy during the task provided the measure for the information-processing
variable (Ilo). This is discussed later in the chapter.

The measurement of a subject's interest in a task (J2) was based

on the approach utilized by Morris.16

He used a rating scale ranging from
1 through 7, with 1 reflecting low interest and 7 relatively high interest.
A rating was obtained at the outset of each task and at its conclusion.
These measures were combined to obtain an average measure of Jo over the
time span of the task. It was assumed that the subject's interest in a
task would vary during the task such that an average measure would be
most appropriate.

The uncertainty of the subject toward the outcome of a task (J3) was
obtained by asking each subject éo make a subjective probability estimate

concerning the outcome of the task. Measurement was accomplished before

work was initiated on a task. The base of reference for assessing un-

 certainty of outcome was provided by the objectives and constraints

specified for the task at its outset.

16Char‘les G. Morris, Effects of Task Characteristics on Group Process,
Technical Report No. 2, AFOSR-65-1519 (Urbana, I11.: University of
Illinois, Department of Psychology, July, 1965), p. 100.
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. The ordinal position of a task (Jh) with respect to all others being
handled by a particular subject was obtained by a simple ranking. The
subject was asked to indicate how many tasks he was currently working
on. 1If, for example, he had 3 in process then the ordinal position for
the task at hand was 4. The measurement was obtained only at the outset
of the task recognizing that J,, could change over the time span of the

task. It was assumed that the initial measure would be the most sensitive

relative to the information-processing activity of the subject.

Information-Processing Domain

The four groups of variables pertaining to information-processing
are those included in the Search, Receipt, Evaluation, and Integration
rhases. These were the dependent variables of the study. All measure-~
ments were obtained from the subjects of the study with respect to each
assigned task. Data were recorded on two instruments developed for use
in the study. These were the Diary of Information Sources and Diary of
Information Elements. They are shown in Appendix H and Appendix I,
respectively. FEach variable is identified on the forms by the symbol Ij.
The Diary of Information Sources and Diary of Information Elements
were maintained by each subject for the duration of each task. ltegular
contact was made by the investigator with each subject to answer any
qQuestinns that developed, as well as to assure the dynamic recording
(at the time of occurrence) of data during the time span of the task. The
use of the two structured diaries represented an attempt to obtain a
"plav-by-play" recording of the subject's information-processing activitigs.

It was felt that an effort by the researcher to record this information
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as it happened by sitting alongside the subject would adversely influence
the information-processing behavior of the subject.

It is important to note that use of the two diaries also involved a
possible problem with respect to whether the investigator was actually
measuring what he thought he was measuring. Banks has identified two
sources of internal validity which are related to this problem.17 These

are testing and instrument decay. The first concerned the possible

structuring influence of the diary which might affect the problem solving
behavior of the subject. The second involved the consistency of the sub-
Ject in recording data in the diary over the time span of a task.

It seemed likely that the major influence of the diaries would be to
increase the time for completion of a task rather than to change a sub-
Ject's problem solving behavior. Additionally, consistency of response
was not anticipated to vary to any meaningful degree. Observation of
the subjects during the study and review of the data collected appeared
to substantiate these assessments,

Search phase. The variables included in this group were Sources

Sought (Il) and Search Investment (I,).

Three measures of sources sought were obtained. These were the
total number of sources sought, the number of external sources, and the
number of internal sources. A simple counting of sources in these
categories from the Diary of Information Sources (Appendix H) provided

the measure.

t .
17Seymour RBanks, "Designing Marketing Research to Increase Validity,"
Journal of Marketing, XXVIII (October, 1964), pp. 33-34.
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Two measures of search investment were obtained. These were the
total search time (in hours) and the average search time (in hours) per ’
source. Total search time consisted of the sum of Column D of the Diary
of Information Sources. The average search time per source was obtained
by dividing total search time by the total number of sources sought.
|
|

Receipt phase. As indicated in Chapter 3 the variables contained

in this phase were included to a.d in identifying information elements
during the remainder of the task process. Channel/Media (13), Element
Type (I,), and Timing/Order of Arrival (IS) were recorded in Columns D,

E, and A, respectively, of the Diary of Information Elements (Appendix I).
Variables I3 and I, were assigned to the categories indicated in the
instructions in Appendix I.

Evaluation phase. Beginning with this phase throughout the remainder

of the decision process the information element was the basic unit of
analysis. Measurements were made on all elements received by the

decision maker, regardless of whether or not they were ultimately re-

group included Competency and Reliability (16) of the element's source,
Relevance to Task (17), Image State Conflict (18), and Evaluation
Investment (Ig).

For control purposes the total number of information elements
received on a given task was recorded as well as the breakdown between
accepted and rejected elements. This information was obtained from the
Diary of Information Elementé.

A rating scale ranging from 1 through 7 was used to obtain a measure

|
|
Jected as being applicable to the task. The variables measured in this
\
1
of the competency and reliability of the information source of each
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element. The subject was asked to indicate a rating for each element
received. In order to obtain an over-all measure of Ié for a given
subject/task situation, the mean rating for all elements was used. This
provided the advantage of an aggregate measure for convenience of analysis
and at the same time allowed a build-up of the aggregate measure via
individual information elementé. The aggregate measure of 16 included a
mean for all elements as well as means for both the accepted and rejected
element groups.

Similar scales were used to measure task relevance and the element's
image state conflict. For each of these variables a mean rating for the
total number of task elements was obtained along with means for the
accepted and rejected element groups.

It is important to note that a subject's ratings for variables 16,
I7, and I8 were made at the time the particular element was evaluated.
Recognizing the dynamic nature of the problem solving process it was
quite possible that the subject's ratings for a given element would not
have been the same if the evaluation had occured earlier or later in the
time span of the task. Also, it must be emphasized that these measures
were subjective in that two subjects might rate differently the same
element for the same task. These measurements were directed toward
describing information-processing with respect to the individual, rather

than to attempt to determine how well (in a normative sense) information-

processing was being accomplished.

Evaluation In?estment (19) was measured in terms of the total time
for evaluation of all elements, and each of the mean times, per element,

for the accepted and rejected element groups.
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Upon completion of evaluation of each element, the subject was
asked to indicate an accept/reject decision. At this point the element
was at the integration stage. Ihformation—processing was complete on an
element at the completion of evaluation if it was rejected by the subject.

Integration phase. Three variables were measured during the

integration of each accepted element into the task. These were Image
State Change (I,4), Contribution to Result (I;7), and Integration
Investment, (112). The subject was also asked to record whether or not
each element was prescriptive (a mandatory effect on the task with respect
to objectives and/or constraints). Measurements for Ill and Iy, were
recorded in Columns L and M, respectively, on the form shown in Appendix
I.

Image State Change (Ilo) was obtained by subtracting zero from the
image state index (Jl) at the outset of a task. On this basis:

Image State Change (IlO) = (Jlo - Jlt)’ where Jlt =0

It was assumed that at the completion of a task a subject's image
state for that task was equal to zero. In other words, his information
at this point was perfect. The information searched for, evaluated,
and integrated aided the Subject'in moving from his initial image state
to a perfect state of zero. !

A rating scale of 1 through 7 was used to measure the contribution
of cach element to the task result. This rating was accomplished at
tﬁe completion of integration of each eiement. Avmean rating of accepted
élements served as a measure of Ill'

Integration investment (112) was obtained in terms of the total

technical man-hours expended on element integration and the average time
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per information element. In some cases it was possible that no further
time was invested in an element beyond the "accept" decision. In these

cases the two dimensions of 112 had values of =zero.

METHOD OF ANALYSIS

The relationships of interest in the study were identified in the
latter part of Chapter 3. These involve an assessment of the total impact
of the independent variables on the set of dependent variables as well as
the impact on certain subsets of the dependent group. A mltivariate
statistical technique is appropriate for this task.

Canonical correlation analysis is a statistical technique well
suited to investigating the relationships of interest in the study.
Cancnical analysis is a more general statistical model of which multiple
correlation is a special case. The canonical model seeks to relate two

18

sets of variables in as many independent ways as possible. As Veldman

points out:

"The goal of canonical analysis is to define the primary inde-
pendent dimensions which relate one set of variables to another
set of variables. The technique is primarily descriptive,
although the method used involves finding sets of weights
which will yield two composite variables (one for each set of
original variables) which will correlate maximally."19

- . . . . 20
Llanonical analysis provides three main outputs:

1. The number of ways in which two sets of variables are related.

18Donald J. Veldman, "Chapter IT, Regression Analysis,'" FORTRAN
Proramming for the Rehavioral Sciences (New York: Holt, Rinehart and
Winston, 1967), p. 2.

Yibid., p. 3.

“Tbid., p. 3.
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‘ 3. The nature of the relationships which are defined.

2. The indicated strengths of these relationships.

| Canonical analysis begins with a correlation matrix (validity
matrix) between all possible sets of two variables.21 The matrix of

intercorrelation, R, is partitioned as indicated below:

Rij . Ryj
R = |.......
R. . R..
Ji JJ
L ° -

Where

ﬁii = intercorrelations among the dependent variables,

ﬁjj = intercorrelations among the independent variables,

ﬁij = intercorrelations of dependent with independent variables,

Ejl = transpose of ﬁij'

Next, a product matrix is formed to reflect the relationship pattern
between the two sets of original variables.22 The canonical equation is
written in two ways:23

(R iy gy Byp A Da - (1)

and

(ﬁjj—l Ry Eii_l R~ AIb =0 (2)
21

The following mathematical discussion is drawn from the Technical
Appendix of Paul E. Green, Mlchael H. Halbert, and Patrick J. Robinson,
"Canonical Analysis: An Exp031t10n and Illustratlve Application,"
Journal of Marketing Research, III (February, 1966), pp. 32-39.

®2Veldman, op. cit., p. 5.

‘ v 23Gr‘een, Halbert, and Robinson, op. cit., p. 38.
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Equation (2) can be solved by seeking the appropriate characteristic
roots of }\'K which result in:
- =1_ _ -1_ '
RJJ Rji Rii Rj_j ~ }\I =0 (3)

Then a substitution can be made to obtain the vector b related to

the value of 2\ . The vector a is obtained from:

- =1
R: Rij b

a = _4di
(202

The square root cf each value of )&is equal to a canonical corre-

(4)

lation coefficient. The maximum number of independent values which can
be obtained is equal to the number of variables in the smaller of the two
variable sets. For example, if the smaller set contains two variables,
there will be solutions )\1 and 2\2. Veldman in commenting on this
indicates that:

"The term 'independent' ..... implies that the composite scores

for successive canonical variables will be uncorrelated on

each side, and when cross-correlated will yield a diagonal

matrix of canonical correlation coefficients."2h4

The vectors a and b represent the weights for each of the variables
in the dependent and independent sets. For each value of /\there will
be different values for vectors a and b.

As with any statistical model canonical analysis rests upon certain
assumptions. The two main assumptions of canonical analysis (for testing

of statistical significance) are: 2’

3
{

**veldman, op. cit., p. 5.

2SGreen, Halbert, and Robinson, op. cit., p. 36.



1. Both sets of variables (dependent and independent) are
measured at a level stronger than classificatory.

N
)

Data observed is a random sample of observation vectors
drawn from the same multinormal universe.

While the multinormality assumption can be limifing, there are
indications that the test of statistical significance used in canonical
analysis is rather robust for samples of moderate size. In commenting
on this Green et al. indicate that:

"The assumption of multinormality (and, hence, linearity) can
also be restrictive if statistical significance is to be
ascertained. As in traditional multiple correlation, the
analyst may be able to make suitable transformations in order
to achieve linearity, but in dealing with small samples, the
linearity assumption must usually be made by necessity;
experimental error is typically large enough to mask the
possibility that non-linearity is present. As the number of
variates increases, however, the multivariate extension of
the central limit theorem indicates that moderate departures
from multinormality probably do not lead to serious errors
in the application of significance tests which are based on
multinormal distributions."?

Testing the significance of the roots of )& can be accomplished
using a distribution which is approximately Chi-squared (X2). The theory
underlying the test is discussed by Bartlett.27
The calculations associated with canonical analysis are extremely
invelved and time-consuming.. Fortunately, there are computer programs
available for this task. The program utilized in thié study was developed
by Professor Donald J. Veldman at the University of Texas and is called

the CANONA program. It is described in Chapter 11 of his forthcoming

book, FORTRAN Programming for the Behavioral_Sciénces.28 At least two

201bid., p. 36. |

. i . : .

“TM. S. Bartlett, "The Statistical Significance of Canonical Correla-
tion," Biometrica XXXII (1941).

“8yeldman, op. cit., pp. 32-39.



118

other "canned" programs are avallable.29 Execution time (after com-
piling) for the CANONA program i§ about two minutes for a 13 by 13
variable group on a Control Data Corporation 3600 system.

The interpretation of the outputs of canonical analysis needs to be
made explicit. First of all, the "number of multivariate relationships

between the two sets of variables is suggested by the number of signifi-

30

cant canonical correlations obtained." The degree to which these

relationshipsAare explained by the correlations is provided by the ratio
of the square of the canonical roots to one (1.0).

Getting at the nature of the canonical relationships is not quite
as straightforward. Veldman points this out in the following:

"Although the vectors of weights ..... do indicate the relative
contribution of each of the original variables to the computa-
tion of the composite canonical scores, interpretation of
these weights as indicators of the nature of the canonical
relationships concerned may be quite misleading. What we

need for this purpose are correlations between the original
variables and the canoriical variables on each side. 1In

the multiple regression model these correlations are the
validities since the B-side3l weight is 1.0. In the

canonical correlation model, however, the validity matrix

Rpp reflects only the relationships between pairings of the
original variables."32

The CANONA program provides these correlations which as Veldman

points out for "large coefficients for a particular canonical function

295ce William W. Cooley and Paul R. Lohnes, Multivariate Procedures

for the Behavioral Sciences (New York: -John w1ley & Sons, Inc., 1962),

pp. 31-59, and the "Biomedical Package" of University of California at
Los Angeles available through many university computing centers.

30Ve1dman, op. cit., p. 10.
3lmme 2 and B sides refer to the two sets of variables.

321pid., p. 8.
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can be interpreted like factor loadings, in terms of the names of the

original variables, as suggesting the content of the composite

33

dimension."

33Ibid., p. 10.
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CHAPTER 5
ANALYSIS OF RESULTS
In this chapter the analysis of the empirical data collected in
the study is presented and discussed. In the first section the results
of the canonical analysis of the data are summarized. The next section
examines in detail the role of the independent variables in the system
of variables. In the third section certain subgroups of independent
variables are considered as possible correlates of information-processing.

In the final section is a note on the predictive application of the

system of variables.

SUMMARY OF RESULTS

The set of independent variables drawn from the individual, taék,
and individual/task interaction domains was found to be highly correlated
with the dependent set of informaiion—processing vériables. The canonical
correlation coefficient between the independent and dependent sets was
0.940 and was signiiicant at an alpha level of 0.001. By analogy to
simple correlation this refers to the correlation between the two sets or
clusters of variables. In other words, the correlation indicates that if
ail of the variables in the system are considered as two sets, one
independent and one dependent, then the correlation between the two sets
is provided by the canonical correlatién coefficient.

The relatively high canonical correlation between the independent

and dependent variable sets suggests that there is a significant linkage



121

between the two sets. This is not an unexpected finding since certain
of the variables selected as potential correlates of information-processing
have beeﬁ found in previous research to impinge upon the decision-making'
domain in general and the information-processing domain in particular
(although to a lesser degree). Applicable research foundations were dis-
cussed in Chapter 2. Additionally, canonical correlation typically
would be expected to indicate an association in excess of that of any
single‘pair of variables drawn from two sets of variables.

The canonical correlation coefficient (or index) can be interpreted
as a measure of the over-all association between two sets of variables.
It is interesting to compare this index (0.940) with the simple correla~
tions between pairs of independent'and dependent variables as shown in
Appendix K., The canonical correlation is higher than any of the co-
efficients between all bairs of the thirteen independent and dependent
measures included in the analysis. The highest simple correlation (0.504)
is betwecen the task result rating and externalvsources sought. Thus, the
comivined effect of the two.sets of variables indicates a greater association
than any of the combinations of pairs.

The roles or contributions of the individual variables in each set
were not the same. Certain variables played.a stronger role than did
others. Information-Processing Efficiency, Image State, Task Result, and
Risk-Taking Propensity were found to be the key contributors in the
indenenden£ set. In contrast to this, Task Scope and'Complexity, Task
Time Span, Uncertaiﬁty of Outcome, Experience, and Ordinal Position of

Task were found to play almost negligible roles in the independent set.
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Job Performance, Ihterest in Task, Intellective Aptitude, and Preciéion
ol' Del'inition of Task were found to make relatively modest contributions
to the independent set.

The major contributions to the dependent set were provided by the
variables; Sources Sought, Competency/Reliability, Evaluation Investment,
and Relevance to Task. Negligible roles were found in regard to the
variables; Rejected Elements Processed and Search Investment. Modest
contributions to the dependent set were found for Accepted Elements Pro-
cessed, Image State Conflict, and Integration Investment.

It is important to note that a high direct correlation is not
indicated, for example, between an independent and dependent variable
as a result of each variable's major contribution to its particular set.
The most that can be said via canonical analysis is that variable xj makes
a major contribution té the independent set which in tgrn is highly
correlated with the dependent sef,, and variable y; pla&s a major role in
the devendent set. This indirect linkage is the extent of the association
which can be observed via the canonical analysis of the data.

While this was an expioratory study which sought to gain a better
description of individual information-processing, it seems appropriate
Lo speculate concerning the four'independent variables which contributed
so highly to the apparent association with the dependent variable set.

First of all it is interesting to note that each of these four
variables (informalion-processing efficiency, image state, task result,
and risk-taking propensity) représenfs one of the three independent
domains of the individual, the task, and the individual/task interaction.

This suggests that all three domains are relevant correlates of individual



information-processing. Of additional interest is the fact that
information-processing efficiency and risk-taking propensity were measured
before the outset of any tasks included in the study; image state was
measured at the outset of each task; and task result at the completion of
each task. The measures were obtained at different stages in the décision
process.

The next consideration is that of speculating on why these variables
rather than others in the independent set stand out as potential correlates
of individual information-processing. The rationale for selecting these
variables provides a partial explanation.

The efficiency with which an individual processes information seems
to be a logical individual characteristic which might be expected to be
related to such dependent characteristics as sources sought, competency
and reliability of information elements processed, and information element
evaluation investment. While it.would bé hazardous, in the abstract, to
pinpoint information-processing efficiency as the major characteristic
impinging upon individual informétion-processing, certainly its inclusion
in a conceptual model of individual information-processing seems logical.

In a similar context an individual's image state for a task suggests
a likely correlate of information—prqcessing. For example, an individual
with a limited image state for a task would seem to be more inclined to
seek information from more sources than if his imégg state were relatively
extensive, all other things being eqnai. The results of the study tend
to substantiate this.

It would also seem logical that é task result and individual

iniormation-processing should be associated. Information~-processing should
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be expected to vary relative to the task result achieved if, in fact,
information-processing is an important part of decision-making. This
linkageﬂwas considered in Chapter 2. The results of the study indicate
a definite impingement of task result on information-processing charac-
teristics.

Finally, the influence of an individual's risk-taking propensity

on his information-processing behavior seems reasonable since prior

research has suggested such an association with respect to decision-making,

and information-processing appears to be a part of decision-making.
Thus, the association of these particular independent variables and
those in the dependent group seems meaningful. Their inclusion in the
conceptual variable system was guided by previous research combined with
the iﬁsights of the investigator. The major objective of the analysis
was to determiné‘the relative contribution of each of the independent

variables to the total system.

ROLES OF INDEPENDENT VARIABLES

Nature of Canonical Relationships

Thirteen measures were included in the canonical analysis of data
for each of the dependent and independent variable groups. These are
shown in Table I. The variable system used in the study presented a
pdssible problem in that a tautology or redundancy ﬁight possibly exist
among certain of the variable measures used. Care was taken to avoid
this problem by eliminating certain measures in the canonical analysis of

the data. This is discussed in Appendix M.
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TABLE I

Variables and Measures Used
in Investigating Relationships

MEASURES USED

VARTARLES
INDEPENDENT SET
INDIVIDUAL '

Experience (Pl)

Job Performance (P2)
Intellective Aptitude (P3)
Risk-Taking Propensity (Ph)

Information-Processing Efficiency (P5)

TASK
Time Span (Th)
Precision of Definition (TS)

Scope and Complexity (Tg)
Result ( Tq )

INDIVIDUAL/TASK

Image State for Task (J;)
Interest in Task (J,)

Uncertainty of Outcome (J3)
Ordinal Position of Task (Jh)

DEPENDENT SET

SFARCH PHASE

Sources Sought (Il)

Search Investment (12)

ARAC Experience
Performance Index
Wonderlic Score
RTP Index

IPE Index

Days

Rating
Rating
Rating

Image State Index
Interest Rating

Probability Estimate
Rank of Task

Internal Sources
External Sourceé

Average Hours/Source



TABLE I (Continued)

EVALUATION PHASE

Elements Processed
Competency/Reiiability (16)
Relevance to Task (I7)
Image State Conflict (18)

Evaluation Investment (19)

INTEGRATION PHASE

Integration Investment (112)

Number Réjected

Number Accepted

Mean Rating (Rejected Elements)
Mean Rating (Accepted Elementsf>
Mean Rating (Rejected Elements)
Mean Rating (Accepted Elements)
Mean Rating (Rejected Elements)
Mean Rating (Accepted Elements)

Total Evaluation Hours

Total Integration Hours
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In canonical correlation variables are analyzed in groups or sets
such that the canonical correlation coefficient reflects the association
between two sets of variables. This correlation between sets is analogous
to simple correlation where the correlation coefficient, rxys indicates
the association between variables x and y.

The individual variables in each set contribute as a group to the
canonical correlation between sets. However, the individual roles of
the original variables in the canonical correlation are also of interest.
Some variables make more important contributions than others.

A helpful way to think of the variables in each set is to represent
them by two composite or proxy variables, x* and y*.l The correlation
between these two composite variables is the canonical correlation co-
efficient, rx?y*' An indication of the importance of the role of each
variable in the canonical system is reflected by the correlation between
each original variable in a given set and the composite variable for
that sét. Veldman indicates that the correlations between the original
variables and the canonical variables can be viewed as factor loadings
in that large correlation coefficients for particular variables indicate
that these variables contribute more to the set than do those with smaller

coefficient.s.2 Thus, a high correlation between a particular variable and

1z composite canonical variable is, in effect, a proxy variable for a
group of single observations of each variable in a variable set. For
example, using the basic data for the independent variable measures
associated with Task 26 (see Appendix J-3), the canonical score for this set
of observations would be equal to: a + a, + «+o + a X3+ The ay
are the weights assigned to each variable measure via canon%%al analysis
and the x; are the standardized values (mean equal to zero and standard
deviation equal to one) for the thirteen measures.

2Donald J. Veldman, "Chapter II, Regression Analysis," FORTRAN Pro-
gramming for the Behavioral Sciences (New York: Holt, Rinehart and
Winston, 1967), p. 10.
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the canonical composite variable suggests an important role for that
variable in the canonical system.

Thus, via a sequence of steés, the structure of the entire system
of variables can be established. Figure 8 provides a helpful frame of
reference for tracing the linkage of the original independent and dependent
variables and the composite variables.

In terms of Figure 8, the correlation coefficients, rxix* and ryiy*
indicate the importance of each variable in the system. These are the
correlations between the original variables and their composite or proxy
variable. The correlation coefficient T links the original variable

i
to the composite variable. The r_sx_3 is the canonical correlation co-

Xy
efficient between the two sets. The variables iﬁ the dependent set are
linked to their corresponding canonical variable, y¥*, by ryiy*. These
correlations provide a basis for discussing the direction and magnitude
of influence of each independent variable measure. The composite correla-

ticns (rxix* and ryiy*) for the independent and dependent variable sets

are shown in Tables II and III, respectively.3

Interpretation of Individual Roles

The nature of the association of variables in the system can be

described as follows: The information~processing efficiency (IPE) index

3The composite correlations in Tables I and II pertain to the first
cancnical root extracted (0.9402). A total of 13 independent roots were
extracted and four were statistically significant at alpha levels of less
than 0.05. However, the first canonical root is of primary interest
since it is the strongest (highest canonical correlation coefficient,
rxﬁy%) of the 13 roots extracted. The complete group of roots is shown
in Appendix L along with the probabilities at which the hypothesis that
a relationship exists would be rejected.
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Figure 8 —— Linkage of Original and Composite Variables
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TABLE II

Composite Correlations for Independent Measures

in Decreasing Order of Magnitude

Variable Measure

Information-Processing Efficiency Index
Image State Index

Task Result Rating

Risk=-Taking Propensity Index

Job Performance Index

Interest in Task Rating

Intellective Aptitude (Wonderlic Score)
Precision of Detinition Rating

Scope and Complexity Rating

Time Span (Days)

Uncertainty of Outcome (Probability Estimate)

| ARAC Experience

Ordinal Position of Task

Correlation:
Variable

and Composite (rxix*)
0.7005
0.3966
0.3638
-0.2732
0.1642
=0.1500
0.1162
-0.1002
-0.0960
0.0750
0.0438
-0.0384

-0.0090



TABLE III

Composite Correlations for Dependent Measures
in Decreasing Order of Magnitude

Variable Measure
Sources Sought (Internal)
Competency/Reliability (Rejected Elements)
Evaluation Investment (Hours)
Relevant to Task (Accepted Elements)
Accepted Elements Processed
Relevance to Task (Rejected Elements)
Image State Conflict (Accepted Elements)
Integration Investment (Hours)
Sources Sought (External)
Image State Conflict (Rejected Elements)
Re jected Elements Processed
Competency/Reliability (Accepted Elements)

Search Investment (Hours/Source)

Correlation:
Variable

and Composite (r
0.6342

0.4249
0.3352
-0.3336
=0.2793
0.2734
0.2110
0.2109
0.1482
0.0983
0.0720
-0.0568

0.0352

131
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has the highest correlation (C0.701) with the composite variable of any

of the measures in the independent set. A high value of the index reflects
a relatively low information-processing efficiency.h Thus, individuals
with relatively low information-processing efficiency (as measured by the
IPE index) appear to be positively associated with the independent
canonical composite which in turn is positively related to the dependent
canonical composite.

An individual's image state index for a particular task refers to his
combined state of knowledge concerning the task at its outset. It has the
second highest correlation (0.397) with the independent composite variable.
The correlation is positive. Note, however, that the lower the value of
the index, the higher is the individual's state of knowledge. An index
of zero reflects a state of perfect information.

Task result rating has the third highest correlation (0.364) with the
canonical composite. High values of the task result rating are positively
associated with high values of the canonical composite.

The risk-taking propensity index has the fourth highest correlation
(=0.273) with the canonical composite variable. A relatively high value
of the index is intended to identify a risk-evader. Thus, individuals
with risk-taking tendencies (as measured by the RTP index) are associated
with high values of the independent canonical composite.

The strength of the association of each of the remaining nine inde-
pendent measures is reflected by the composite correlation coefficient

shown in Table 1I.

hiecall that IPE was measured in terms of decision time divided by
decision quality (see Appendixz D). Thus, according to the measure the
higher the IPE index the lower the information-processing efficiency.
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The nature of the association of the original dependent variables
with their composite provides the remaining part of the interpretation
of individual variable roles. Referring to Table III, a relatively high
number of internal information sources sought, high competency/reliability
rating for rejected elements processed, high evaluation investment, low
relevance to task {or accepted elements, aﬁd low numbers of accepted
clements are positively associated with the dependent canonical composite.
‘thus, a linkage is provided between variable measures in the independent
set and measures in the dependent set. The additional dependent measures
are related to the total system in the magnitudes and directions indicated

in Table ITI.

Intormation-Processing Phases

Conceptually, the dependent set of variables was broken down into

three phases:  search, evaluation, and integration. These variables are

listed according to phase in Table IV along with the correlation of each
with the dependent composite variable.

The composite correlations in Table IV provide a guide to the importance
o cach phase. The search phase contains the variable (sources sought)
with the highest composite correlation in the set. The evaluation phase
has [ive measures with composite correlations in excess of 0.250. The
single variable in the integration rhase (integration investment) has a
composite correlation coeffjcient equal to 0.2109.

The search phase seems clear cut both from conceptual and data
collection standpoints. The subjects of the study did, however, experience
some difficulty in drawing a clear cut line between search and evaluation

investment. The identification of the evaluation and integration phases



TABLE IV

Composite Correlations for Dependent Measures Grouped by

Information-Processing Phase

Variable Measure

SILARCH PHASHE

Sources Sought (Internal)
Scurces Sought (External)

Search Investment (Hours/Source)

EVAILUATION PHASE

le jected Elements Processed

Accented Elements Processed
Competency/Reliability (Rejected Elements)
Competency/Reliability (Accepted Klements)
Relevance to Task (Rejected Flements)
Relevance to Task (Accepted Elements)
Image State Conflict (Rejected Elements)
Image State Conflict (Accepted Elements)

ivaluation Investment (Hours)

INTHGRATION PHASE

Integration Investment (Hours)

Correlation:
Variable and
Composite

0.6342
0.1482

0.0352

0.0720
-0.2793
0.4249

~-0.0568

0.3352

0.2109
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appears reasonable from a conceptual point of view. Similarly, in terms
of data collection it was extremely difficult for the subjects of the
study to clearly distinguish between the two phases with respect to the
processing of information elements. There is insufficient evidence to
determine whether this was due to the nature of the tasks included in the
study or whether the two phases are, in fact, impossible to identify
with regard to any task. The tendency of the investigator is to lean

toward the former explanation.

SUBGROUPS AS CORRELATES

In the previous section it ﬁas indicated that the contributions of
individual variables in a set vary considerably. For example, referring
to Table II, the Information—Proéessing Efficiency Index alone might
possibly contribute more to the canonical correlation between the inde-
pendent and dependent sets than a group of the measures with very low
correlations with the composite.

Various subgroups of the thirteen measures listed in Table II could
be examined in terms of their combined canonical correlation with the
dependent set. A particularly promising subgroup consists of the first
threc measures in Table II: Information-Processing Efficiency; Image
State Index, and Task Result Rating. Note that these three independent
measures have the highest composite correlations of the original thirteen
and one is from each of the individual, task, and individual/task (joint)
interaction groups.

The canonical correlation coefficient for this 3 x 13 system of

variables is 0.883 and is significant at an alpha level of 0.00l1. This
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suggests the existence of a relationship almost as strong as that
associated with the original 13 x 13 system of variables.

The square of the canonicallcorrelation coefficient divided by 1.0
can be used as a measure of the proportion of variation "explained" by
the variables included in the system. On this basis the three variable
group seeks to explain (0.883)° or 78.4 percent of the variation in the
dependent group while the 13 variable group seeks to explain (0.940)2 or
88.3 percent. Thus, the three measures contribute almost as much as does
the entire set of thirteen.

The contribution of each of the three variables to the subgroup is
indicated by the correlation between each of the three original variables
and the composite variable. The composite correlations in both the 3 x 13
and 13 x 13 systems are shown in Table V. Note in the subgroup (3 x 13
system) that Information-Processing Efficiency ranks the same as it did
in the 13 x 13 system. However, Task Result and Image State Index change
rankings in the two systems.

While various other subgroups could be investigated via canonical
analysis, the above variables provided the highest three variable correla-
tion with the dependent set. The addition of the remaining ten independent

variables contributesonly 10 percent additional.

TABLE V

Compoéite Correlations for Selected Independent Variables
from the 3 x 13 and 13 x 13 Systems

Variable Composite Correlation
3 x 13 13 x 13
Information-Processing Efficiency Index 0.7842 ©.7005
Image State Index 0.4580 0.3966

Task Result Rating 0.5047 0.3638
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A NOTE OF PREDICTION

The intent of this exploratcry investigation was not prediction.
However, considering the results that have been achieved it seems
appropriate to outline how the data and relationships resulting from the
study might be utilized for predictive purposes. It is important to
note in this respect that the following discussion primarily seeks to out~
line the mechanics of using the data for prediction purposes rather than
to suggest that the data obtained in the study should be used in a pre-
dictive model.

Since the 3 x 13 variable system is almost as highly correlated as
the 13 x 13 system, the subgroup of three independent measures provides
a relatively simple predictive set. Using a new individual/task situation
(obtained from the research site), measures for the three independent
variables discussed in the previous section could be obtained. These
could be used to estimate the composite, x*, by substituting the measures
(in standardized form) in the following equation:’

ax +ax +ax =xF

11 2 2 33
where the a; are the canonical weights and
the x; are the measures in standardized form.
The canonical weights resulting from canonical analysis reflect the
relative contribution of each of the original variables to the computation
of the composite canonical variables, x¥ and y*. However, these weights

can be misleading if used as guides to the nature of the canonical

SMeasures in standardized form have means equal to zero and standard
deviations equal to one.
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relationships. Rather the correlations between the original variables
and their composites (rxix* and ryiy*) should be used as guides to

the importance of each variable in the canonical system as discussed in
the two previous sections. The canonical weights for the independent and
dependent variable measures are shown in Appendix N.

Next, the value of y* could be computed by substituting x¥ in y* =
Pty (£*) where Pkt is equal to 0.875 for the 3 x 13 variable system.
This predicted value could then be compared to the calculated value of
y* by substituting actual measures (in standardized form) in the following
equation:

ks

+ =
b y; tb 13713 7Y

+ cecesene + b
292

where the b; are the canonical weights for the
dependent measures and the y; are the actual

variable measures is standardized form.
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CHAPTER 6

SUMMARY AND CONCLUSIONS

The purpose of this chapter is to summarize the results of the

study and to identify some directions for further research.

SUMMARY

The present study fits into the very broad area of research on
information-processing and decision-making. The bulk of research in
this general area has been centered on information systems which have
been conceived, developed, and implemented to cope with the problems
associated with the exponential growth of information.

The individual user of information is a vital element in any
information system, formal or informal. The impetus for this study emerged
from an apparent neglect or, at best, superficial understanding of the
individual's information-processing behavior in the context of problem
solving.

The major objective of the study was to conduct an exploratory
investigation of individual information-processing during the process of
solving technical tasks associated with research and development projects
and programs. The effort was intended to seek out the apparently
important variables relating to information-processing, the individual,
and the task within a given environment; to link these variables into
a conceptual analytical structure; and then to investigate the existence

of relationships among the variables via a field study.
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The study consisted of four separate, but interrelated, rphases.

The first concerned the identification and evaluation of applicable
research foundations. The second phase involved the development of a
conceptual system of variabies for use in identifying potential relation-
ships and investigating them empirically. The third phase was concerned
with developing the specific methodology utilized in the study. The
{inal phase involved the analysis of the data and a discussion of the re-
sults obtained from the study.

The results of the research were quite encouraging. The conceptual
system of variables appears to be highly associated within the research
site utilized in the study. An individual's information-prccessing
efficiency, his image state (state of knowledge) for a particular task,
the result rating of the task (in terms of meeting specified objectives
and constraints), and the individual's risk-taking propensity appear to
impinge rather significantly upon the set of variables in the information-
processing domain. ’

The information-processing variables which made the most significant
contributions to the dependent set were number of information sources
sought (internal), competency/reliability of rejected elements, evaluation
investment, and relevance of accépted elements to task.

The four independent variables which were found to make the most
significant contributions to the variable set represented the domains of
the individual, the task, and individual/task interaction. Two of the
variables (information—processiné and risk-taking propensity) represented
the domain of the individual suggesting that this domain may be the most

important of the three.
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In attempting to speculate as to why the results which were achieved
came about, it is relevant to consider that several of the independent
variables were found in previocus research to impinge rather significantly
upon the decision-making domain. Conceptually, information-processing is
a integral part of a decision process. Thus, a close relationship seems
logical between the independent and dependent variables included in the
study.

The objectives of the exploratory study appear to have been accomplisted
in that certain apparently important variables relating to information-
processing, the individual, and the task (within the given environment)
have been identified. The existence of interrelationships between the
independent and dependent variable sets is indicated with certain variables
playing rather dominant roles.

The results of the study are not operational in that they can be
moved intact to some immediate area of application. Rather, they provide
a group of findings that can form a base for further research and
development. The current state of knowledge on individual information-
processing is limited. This study has provided a modest insight into an

extremely complex area. The need for further research is apparent.

SOME DIRECTIONS FOR FURTHER RESEARCH

The findings of this exploratory research provide a springboard
for further research in several directions. A number of specific studies
and experiments seem potentially worthwhile based on the encouraging
results of the study. Further investigation in these areas avpears

promising: (1) the refinement and extension of certain of ihe measures
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of key variables in the system; (2) investigation of relationships among
key variables in a controlled laboratory environment; (3) linkage of the
results of the study to the user/system interface; (4) investigation of

the variable system in other environments; (5) normative extensions;

(6) decision process implications; and (7) group information-processing

and decision-making. These areas are discussed briefly on the following
pages.

Those variables which have been identified as promising correlates
of individual information-processing could be investigated further along
two related avenues. Single instruments were employed with respect to
information-processing efficiency, task result, risk-taking propensity,
and image state for the task. The development of additional instruments
ror the measurement of these variables as well as the refinement of the
existing measures seem worthwhile. Before extending the study in additional
directions it seems appropriate to refine and extend these instruments to
assure to the degree possible that the variation of interest is actually
being measured. This could be accomplished as a part of the experiment
outlined below, concerning a controlled laboratory investigation.

A second related avenue for further research is an investigation
under lavoratory conditions of the apparent relationships between the
three key independent variables and a selected group of information-
processing variables. The findings of the study suggest the existence
of relationships which could be investigated via a controlled laboratory
experiment. O5ince the results discussed in Chapter 5 indicate that the

)
potential correlates of individual information-processing may .nvolve



only a relatively limited number of variables, investigation within a
laboratory environment seems feasible.

The implications of this study are not immediately obvious with
regard to their linkage to information systems design. However, the
user of information is a central element in any information system. The
results of the study should provide benchmarks leading to further investi-
gation of the user/system interface. Recognizing the broad range of
systems which are developed for specific applications, the most fruitful
direction for further research in the context of the present study seems
to be the use of the conceptual system of variables adjusted for a specific
user/system situation. For example, the conceptual variable system might
be used to investigate the user/system interface for special studies
which are conducted with respect to highly specialized information-
processing tasks such as weather message processing, console design, and
speed stress as discussed in Chapter 2.

The conceptual model of individual information-processing and the
associated methodology which was developed for this study provides a
frame of reference for similar studies in one or a number of industrial
firms. An investigation in terms of limited subsets of the variables
in the total system would be necessary in view of the scope and depth
of data collection.

The overall approach of the study suggests a bésis for similar
‘investigations in other decision-making areas. For example, a better
description of individual information-processing and decision-making
in regard to consumer decision-making in marketing could provide valuable

guidelines for promotional strategy.
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The focus of this study has been descriptive in nature. A subse~
quent effort could be directed toward the normative or predictive
usefulness of a model of information-processing and decision-making.
Additionally, the normative implications of certain of the explanatory
variables may provide useful results. For example, the interrelation-
ships among the independent variables in study may provide avenues which
could be explored further in the interest of identifying those character-
istics important to improving individual information-processing activities.
Confirmation of such relationships could lead to guidelines for personnel
selection in situations similar to those of the research site.

Individual information-processing has been investigated in this
study assuming constant constraints relative to cost and time. An
examination of the same variable system using varying task cost and time

constraints appears to be a useful avenue of inquiry. This might be

-combined with the laboratory experiment discussed earlier.

The analytical framework developed for the study does not attempt
to link explicitly information-processing to the specific stages of a
decision-process which are frequently referred to as problem identifi-
cation, information seeking, identification of alternatives, evaluation
of alternatives, and final choic?. A study utilizing a two dimensional
approach of search, evaluation, and integration of information elements
on the one hand, and the stages of a decision‘process on the cther hand,
could provide a more comprehensive linkage between information-processing
and decision-making. | |

The present research effort has looked at information-processing

from the point of view of the individual problem solvers. An examination
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of the same variable system within the context of group decision activity

appears to be a meaningful area for further research.



APPENDIX A

JOB PERFORMANCE RANKING GUIDE

OBJECTIVE

Will you please rank the individuals listed in the left hand
column from high to low using the following job performance factors as
a basis of comparison of individuals. The factors are not listed in
any particular order of importance.

1. Depth of problem solving capability. Number of approaches
generated -—— imagination, ingenuity, generation of feasible
alternatives. Ability to select "best" alternative.

2. Degree of success in producing results.
3. Consistency with respect to quality and timeliness.
L. Tenacity and perseverance — attention to details.
5. Commnication of results.

PROCEDURE

.After carefully considering the above five factors use them as a
basis for selecting the individual who ranks at the top of the group.
Place his name at the top of the right hand column. Next, select the
individual who ranks at the bottom of the group. Write his name at the
bottom of the right hand column. Continue, to alternate from next highest
to next lowest until all names have been placed in the right column in
ranked order from high to low.

Name of Individual Rank from High to low
1. 1.
2. 2.
3' 3-
4. 4.
5 5.
6. 6.
7. 7.
8. 8.
9' 9-
10. 10.
211, » 11.
12. ' 12.
13. ’ 13.
14. ‘ : 14.
15. ' 15.
16. _ - 16.
17. 17.

18. 18.
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APPENDIX B

JOB PERFORMANCE RATING

NAME PERSON RATING
DATE

OBJECTIVE
Will you please rate the above individual on the scale below using
the following job performance factors as a basis of comparison of indi-

viduals. The factors are not listed in any particular order of
importance.

1. Depth of problem solving capability. Number of approaches
generated — imagination, ingenuity, generation of feasible
alternatives. Ability to select "best" alternative.

2. Degree of success in producing results.

3. Cbnsistenéy with respect to quality and timeliness.

L. Tenacity and perseverance — attention to details.

5. Communication of results.
PERFORMANCE RATING

Very Extremely

Low High

Performance 1 2 3 I 5 6 7 Performance
REMARKS
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APPENDIX C
CHOICE DILEMMAS PROCEDURE EXAMPLEL

Mr. E. is president of a light metals corporation in the United
States. The corporation is quite prosperous, and has strongly considered
the possibilities of business expansion by building an additional plant
in a new location. The choice is between building another plant in the
U. S., where there would be a moderate return on the initial investment,
or building a plant in a foreign country. Lower labor costs and easy
access to raw materials in that country would mean a much higher return
on the initial investment. On the other hand, there is a history of
political instability and revolution in the foreign country under con-
sideration. In fact, the leader of a small minority party is committed
to nationalizing, that is, taking over, all foreign investments.

Imagine that you are advising Mr. E. Listed below are several
probabilities or odds of continuéd political stability in the foreign
country under consideration.

Please check the lowest probability that you would consider acceptable
for iir. E's corporation to build a plant in that country.

The chances are 1 in 10 that the foreign country will remain
politically stable.

—t—————

The chances are 3 in 10 that the foreign country will remain
politically stable.

The chances are 5 in 10 that the foreign country will remain
politically stable.

The chances are 7 in 10 that the foreign country will remain
politically stable.

]
“Nathan Kogan and Micahel A. Wallach, Risk Taking: A Study in Cogrii—
tion and Personality (New York: Holt, Rinehart and Winston, 1964), p. 258.
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The chances are 9 in 10 that the foreign country will remain
politically stable.

Place a check here if you think Mr. E's corporation should not
build a plant in the foreign country, no matter what the
probabilities.
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APPENDIX D

! INFORMATION~-PROCESSING EFFICIENCY INDEX

Approach
The basic approach in measuring an individual's Information-
Processing Efficiency (PS) for this study was that utilized by Hayes.l
The reader should refer to the Hayes study for more complete details.
The primary modifications to Hayes procedure were as follows:
l. A [ixed task was utilized in that decision alternatives were
held at eight and the characteristics describing each task
were held to eight. Hayes varied both from four, six and

eight alternatives and characteristics.

2. The range of values for each characteristic was modified
slightly to arrive at task sets 4, B, C, and D.

Decision Matrix

typical data matrix is shown below:

1 2 3 4 5 6 7 8
Speed 327 387 267 207 267 297 327 297
Pilot PF VP GE GE FG GE PF FG
Delay 3 3 3 5 9 3 9 7
Radar F F G FG GE GE GE GE

Armament, 50% 30% 80% | 100% 50% | 100% 80% 50%

Distance | 150 110 170 250 150 190 210 130

Search 31 36 26 L1t 26 46 | 26 26
Contact F PF GE P FG F FG G
. 1john R. Hayes, Humé.n Data Processing Limits in Decision Making,

Report No. ESD-TDR-62-48 (Bedford, Mass.: Air Force Systems Command,
Electronic Systems Division, July, 1962).
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The numbers one through eight refer to eight alternative aircraft.
| The task is to decide which of the alternative planes to send to investi-
| gate a reported submarine sighting. The characterisitcs in the left-hand
column describe the alternatives. As Hayes indicates:
"The eight characterisitcs do not share a common unit of
measurement nor does an increasing numerical value necessarily
indicate an increase in desirability. For example, high numbers
are more desirable for "speed," but less desirable for "delay."
These properties of the set of characteristics make it unlikely
that the subject will adopt a simple arithmetic rule for arriving
at decisions and, hence, will help to insure that decisions will
involve genuinely multidimensional judgements."2
Thirty-two data matrices were constructed using the random technique
described by Hayes in Appendix A.> Four sets (A, B, C, and D) of eight
different matrices were developed. The basic data used to randomly
construct each matrix are shown on the next pa\ge.l+

This basic set of data was used to generate the eight decision
matrices for set A. Sets B, C, and D were generated by modifying the

basic set of data as follows:

1. The values for characteristics 2, 4, 5, and 8 were the same for
task sets A, B, C, and D.

2. On task sets B, C, and D the best "speed" value began at 387,
383, and 386, respectively and decreased in increments of 30.

3. On task set B the best "delay" value began at 1 and increased in
increments of 2. On set C the best "delay" value began at O
and increased in increments of 2, On set D the best "delay™"
value began at 2 and increased in increments of 1.

4. Distance began on sets B, C, and D at 110, 115, and 95,
respectively, and increased in increments of 20.

°Ibid., p. 3.

31bid., pp. 24-27.
‘ hibid., p. 41.
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5. Search began on set B at 46 and decreased in increments of 5.
Search began on sets C and D at 53 and 56, respectively, and
decreased in increments of 6.

Administration Procedure

Four batteries of eight tasks each were administered individually
to each subject. There was a time gap of approximately one week between

each battery. The makeup of each battery is shown below:

Battery No. Matrices Included
1. Al B, 03 Dh A2 B3 Ch D5
2. A3 Bh C5 D6 Ah B5 C6 Lb
3. Ag By Cy Dg Ag By Cg Dy
L. A7 By C, D, A4 By 02 D3

The instructions given to each subject were essentially the same
as those utilized by Hayes and are shown below:5

Before testing, each subject was instructed as follows:

"This is an experiment in decision making. You are based at a
shore station and you receive reports of radar sightings of submarines.
It is your job to dispatch a single plane to search the area where the
sighting occurred. To do this you have to decide which one of the
available planes is best for the assignment."

"In each problem, you will have eight planes from which you must
choose. In making your decision you will have to consider several
Tfactors which describe thé planes."

At this point the subject was shown a data matrix listing the eight

characteristics. 'Each was explained to him in detail. The subject was

>Ibid., pp. 9-10.
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then asked to paraphrase the explanations. If the subject's para-
phrasing was judged unsatisfactory, the explanation was repeated.

The instructions then continued as follows:

"The problem will be presented to you on these sheets, and will be
placed face down in front of you. When I give the signal turn the
problem over and start work. When you have finished, tell me which
plane you have chosen.

"Each day's test will consist of 8 problems. In each problem, you
should try to make the best decision possible; accuracy is the most
important thing."

Scoring A

The construction of each matrix (using Hay335 procedures) was such

that there were one best, one second best, one third beét, and four

fourth best alternatives. Scores of 1.00, 0.875, 0.750 and 0.625 were

given for first, second, third, and fourth best alternatives respectively.

These scores correspond to decision quality measures.
The time required by the subject to make a decision on each task
was recorded along with the particular alternative selected by him.
An information-processing efficiency (IPE) index was constructed
for each subject as follows:

=124
IPE Index 5 Zi &

where i goes from 1 to 32,
ti = time for decision i in minutes,
Q3 = quality of decisionm i,

q; has alternative values of 1.000, 0.875, 0.750
and 0.625,

and n = 32,
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APPENDIX E

TASK RECORD
(See instructions on back before completing this form)

RSS NO. DATE RECEIVED (Th)
ASSIGNED TO ‘ DATE CLOSED OUT (Th)
A. FIELD CODE (Tq)
B. MAJOR OUTPUT CODE (T;)
C. KIND OF QUTPUT CODE (T3,)
D.  PRECISION OF DEFINITION (Tz):
(Place an X above the numbér selected)
Well Poorly
Defined 7 6 5 4 3 2 1  Defined
E. SCOPE AND COMPLEXITY (Tg):
- (Place an X above the number selected)
Low High
Difficulty 1 2 3 I 5 6 7 Difficulty
TECHNICAL MAN~HOURS EXPENDED (Estimated)
F. RESULTS (T4):
Place anz above the number selected)
Results
Very ' : Negative
Good 7 6 5 L 3 2 1 Results
G. REMARKS
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INSTRUCTIONS FOR COMPLETING TASK RECORD

Field Code. Indicate the code number in the appropriate field for
the task using the ARAC retrospective search classification codes.

Major Qutput Code

1. Finding 3. Decision
2. Recommendation " 4. Other

Kind of Output Code

1. Research

2. Exploratory Development, Advanced Development,
Engineering Development, and Operational
Systems Develomment

3. Reliability - Quality Control - Manufacturing

4. R&D Support

5. Engineering Design

6. Other

 Precision of Definition. A well defined task is one where the

objectives and constraints are completely specified. Further
contact with the originator of the task is unnecessary. A poorly
defined task is one where the problem solver does not know what is
required in terms of objectives' and constraints.

Scope and Complexity. A task reflecting high difficulty is one on
which the problem solver has no basis for knowing where to start
in it. It is so complex that it requires custom tailored treat-
ment. In contrast, a low difficulty task is one where a clear-cut
procedure for gaining a solution is known.

Results. Results should be evaluated in terms of the task objectives
and constraints. Very good results would be reflected in terms of
the degree to which positive statements can be made regarding the
solution using the objectives and constraints as a base of
reference. ‘

Remarks. Indicate any additional comments that may be helpful in
characterizing the task and distinguishing it with respect to other
tasks. Note unusual characteristics of the task.
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APPENDIX F

TASK FIELD CLASSIFICATION SYSTEM:

Aerodynamics
Aircraft
Auxiliary Systems (Energy
Supply Systems)
Biosciences
Biotechnology (Human
Engineering)
Chemistry
a. Organic (Includes Poly-
merizations)
b. Inorganic
¢. Unit Operations and
Processing
Communications
Computers
Electronic Equipment
Electronics (Theory)
Facilities (Building &
Construction)
Fluid Mechanics
Geophysics (Atmosphere & Air
Pollution Studies)
Instrumentation and Photo-
graphy
Machine Elements and Processes
a. Bearings and Lubrication
b. Machining ‘
c. Metal Forming
d. Seals
e. Valves
f. Joining
g. Mechanisms
Masers and Lasers
Materials, Metallic
a. Corrosion
b. Metallurgy
¢. Plating & Coatings
d. General

18

19
20
21
22
23

25
26
28
29
30

31
32

33
34

Materials, Non-Metallic
a. Adhesives
b. Ceramics
c. Plastic
d. Reinforced Plastic
e. Rubber
f. Paints and Coatings

Mathematics

Meterology

Navigation

Nuclear Engineering

Physics, General

Physics; Atomic, Molecular and
Nuclear

Physics, Plasma

Physics, Solid State (Semi-
conductors)

Propellants

Propulsion Systems (Engines &
Turbines)

"Space Radiation" (Radiation
Effects, Control of Environ-
ment )

Space Sciences

Space Vehicles

Structural Mechanics
a. Fatigue
b. Stress Analysis
c. Vibration
d. Testing

Thermodynamics and Combustiorn

General
a. Information Retrieval

"b. Quality Control and
Reliability
¢. Management and Marketing

1provided by the Aerospace Research Applications Center, Indiana
University, Bloomington, Indiana.
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APPENDIX G
SEARCH RECORD
(See instructions on back before completing this form)
RSS NO. DATE RECEIVED
NAME DATE COMPLETED

A.  SOURCE ALTERNATIVES (J,)

Alternative sources from which Probability Estimates. (The sum

you anticipate obtaining of each column can exceed 1.0)
information relevant to this
task. (List as they occur to Does the source If there, how
you) contain some rele- helpful will
vant information? it be?
(ai) (ri)

B.  INTEREST IN TASK (J))

Considering the various RSS's that you have worked on, how
does your interest in this task compare with them.

(Place an X above the number selected)

Very Low wxtremely
Interest High
1 2 3 A 5 6 7 Interest

C.  CERTAINTY OF QUTCOME (J3)

What is your probability estimate concerning the likelihood
that you will come up with a solution to the task in terms of the
objectives and constraints given for the task?

0 ol 02 -3 oh .5 06 -7 08 09 1.0
D.  TASK LOAD (J,)

rdow many other RSS's are you currently working on? Indicate No.
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INSTRUCTIONS FOR COMPLETING SEARCH RECORD

SQURCE ALTERNATIVES

Please list all possible sources that you believe may contain
information relevant to this task. Include such sources as your
associates, other individuals (including the person submitting
the request), reference books, information systems, etc. These
sources are in effect alternatives that you see as avenues through
which you can gain a solution to the task.

Probability Estimates. Under column qQj indicate the probability
(between 0.0 and 1.05 that each source contains some relevant
information =- not how much or how good it may be. Under column
r; indicate the probability (between 0.0 and 1.0) that if the
source does contain some information, then how helpful will it be.
This is your probability estimate of the degree of help.

INTEREST IN TASK

Be frank in your indication of interest on this task. If it

is of marginal interest to you, then indicate this on the form. If

it is of high interest check the form accordingly. Consider other
problems you have worked on and try to view your interest in this
problem in terms of the others you have worked on.

CERTAINTY OF OUTCOME

On some problems you are relatively sure that you will locate
relevant information. On others the existence of such information
is highly doubtful. Try to objectively estimate the provability
of success concerning the outcome of the task that you have been
assigned. In other words, how certain are you concerning the

cutcome of the task in terms of the specified objectives and
constraints?

TASK LOAD

Indicate here how many other RSS's you are working on at the
time of receipt of this task.



NAME

DIARY OF INFORMATION SOURCES#*
(See instructions on back before completing this form)

(4)
LIST IN ORDER
SOURCE IS
SEARCHED

(B)
SOURCE
CODE NO.

(1)

APPENDIX H

()
IDENTIFY

(17)

RSS NO.

(D)
ESTIMATED
TIME SPENT

(I,)

160

(E)
DATE

3 ) .

N 3O W
¢« e

(A
= O
. .

12.
13.
14.
15.
16.
i7.
18.
19.
20.

*Information resulting from your existing knowledge (that contained in

your head) is not to be considered in terms of a source.

Rather it is

characterized by your "image state" for the task at the outset of the

task.
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INSTRUCTIONS FOR DIARY OF INFORMATION SOURCES

List each source in the order that you begin searching. If you
refer more than once to the same source, list it each time in the
order it is utilized. People are sources the same as books,
computer systems, etc.

and C. TIdentify each source classification in column B by using the

following code numbers. Also identify the specific name of the
source (i.e. NASA, John Smith, DOD, AEC, Science Information
Exchange, etc.) in column C.

SOURCES SOUGHT :

Code No. Internal Code No. External

1. Supervisor 9. Library

2. Colleague 10. Organized Information

3. Other Individual ' System

4. Organizational Files 11. Consultant

5. Personal Files 12. Manufacturer or

6. Library Supplier

7. Organized Information 13. Trade or Professional
System (Manual or Association
Computerized) 14. Other (Identify)

8. Other (Identify)

Estimate the time (in hours and fractions thereof) spent in
searching each source.

"Search" is defined as that portion of your effort up to the point
that you have received one or more "elements" of information. For
example, the time spent in writing a computer search strategy should
be considered as search time. When you begin to evaluate information

.received the time should be entered in the "Diary of Information

Elements." '

Indicate the date search was initiated for each source (if search
of a particular source is extended over one day provide a rew
listing each day). Also enter any sources that are contacted after
initial contact. Try to record a play-by-play listing of the
sources you contact on the task.
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APPENDIX I

DIARY OF INFORMATION ELEMINTS (Received and Evaluated)
(See Instructions for Columns A-M)

(4) (B) ) | (D (E) (F)

COMPETENCY/
RELIABILITY
Low High

123 45 6 7

Element Source
Number Date | Number

Channel/
F Media
Code
Element

Type

Code

2.
3.
[
5.
6.

7.
8.

10.
11.

12.
13.
14.
15.
16.
17.
18.
19. |
20,
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RSS NUMBER
I7 18 19

@) (H) (1) (J)
RELEVANCE TO TASK IMAGE STATE § § -
CONFLICT 'ﬁ g G

High Low | Low High |3 H |85 s
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APPENDIX I (Continued)

NAME
{6 (L) )
B~
B2 CONTRIBUTION Time Spent
ok TO RESULT After Accept-
8 0 High Low Reject
Eé 7 6:5 L 3 2 1 Decision

[

~
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INSTRUCTIONS FOR DIARY OF INFORMATION
ELEMENTS (Received and Evaluated)

An information element is defined such that if you receive 25

accession numbers on a computer print-out, each of the 25 is considered
an information element. Information resulting from a discussion with
an asscclate is defined as an element of information.

A. and B. ELEMENT NUMBER AND DATE

™
VI

+z3

List each information element in the order it is received by
you. Indicate the date of receipt. Typically an element will be
received as a result of search action initiated by you. However,
if it comes to your attention not as a result of search then it
should be noted as randon.

SOURCE NUMBER

Obtain the source number from the left hand column number on
the Diary of Information Sources. This links the source with the
information element received.

CHANMEL/MEDIA CODE NUMBER

The channel or media is the means by which the information
element is transmitted to you. Use the code number on the next
page to identify the appropriate channel/media.

ELEMENT TYPE CODE IHUMBER

Use the code number on the next page to identify the element
type.

COMPETENCY/RELIABILITY

Your evaluation of the competency/reliability of a particular
information clement should be based on the source of the inicorma-
tion element. For example, if you consider the source highly
reliable then this rating should be relatively high. Aiternatively,
mark it low ii' your evaluation indicates this.

LILEVANCE TO TASK

Indicate the degree of relevancy the information element has
with respect to the task according to the rating scale on the form.

TMAGE STATE CONFLICT

Congider the information element's iniluence on ye oo rasent
state of knowledye concerning the task. If the ¢lemery nas a hi gh
conflict with your current "image state" then you shouia 1ra:cate
this via the rating scale.
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EVALUATION TIME

At this point you will have accepted or rejected the informa-
tion element. Estimate the amount of time spent in evaluating the
element.

ACCEPT/REJECT

Indicate your decision to accept or reject this information
¢lement.

The following columns should be completed only for "accepted”
elements. No further information is required on "rejected” ele-
nents,

PRISCRIPTIVE

Indicate if the element is prescriptive (yes or no). Pre-~
scriptive intormation has a mandatory effect on the task with
respect to objectives and/or constraints. The bulk of informa-
tion received is of a non-prescriptive nature.

COUTRIBUTION TO RESULT

Usc the rating scale in column L to rate the contribution of
the information element to the final result of the problem.
Attempt to make this rating at the time of your accept/reject
decision. Additionally, go back over your ratings at the comple-
tion of the task.

TIME SPENT AFTER EVALUATION

“stimate the amount of time spent on each information element
altor your decision to accept/reject the element up to completion
ol the task.

Code  CHANNEL/MEDIA (Is) Code ELEMENT TYPE (I,)

Concepts.

-

1  PRroachures, catalogs,
standards and codes,

drawings, schematics, 2 Cost and funding.
and parts lists.
3 Design techniques.
2 Oral contact.
4  Experimental processes.
3 Live demonstration, .
physical meazurement > Mathematical aids and
of experiment. formulge.
4  Directives, handboocks, 6  Performance and
and manuals. characteristics.




™

Code

5

10

11
12

13

CHANNEL/MEDIA (I3)
Correspondence, memos,
TWX, personal notes,
persconal logs, and
personal files.

Newsletters and other
mass media.

Reports and proposals.
Texts.

Photographs, maps, and
films

Pre-prints, reprints,
and journals.

Previous knowledge.
Computer printout.

Other,

Code

10

11

13

167

ELEMENT TYPE (IA)

Production processes
and procedures.

Raw data.
Specifications.
Technical status.

Test processes and
procedures.

Utilization.

Other.
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APPENDIX J

DATA USED IN THE STUDY

The empirical data collected in the study are presented on the
following pages in Appendices J~1, J-2, J-3, J=~4, and J-5. The numbers

for each measure correspond to those in Table I, Chapter 5 and Appendix M.

APPENDIX J=-1

Data Obtained on Subjects
for the Ten Individual Measure:

Individual Measures

Subject
Number
1 2 3 L 5 6 7 8 9 10

1. 0.304 0.55 | 1431 3.71495. | 27. | 31. | 31.] 83.} 0.592
2. 0.25]1 1.90 | 12.0} 4.3} 516. | 27. { 34. | 31.| 76.{ 0.952
3. 0.18) 2.68 | 8.0} 4.7} 610. | 36. | 39. | 42.] 68.] 3.170
L. 0.251 0.251 7.915.31543. | 37. | 43. | 42.1} 68. 1.365
5. 0.55] 0.551 1.716.0!524. | 29. | 34. | 36.) 90.] 0.431
6. 1.251 4.50 ] 6.315.0] 510.%| 26.%) 32.%| 34.1 68.1 1.493
7. 0.25] 2.25| 8.7{4.31 482, | 27. | 29. | 34.{ 72.1 1.888
8. 0.85§ 3.10| 7.3} 5.04457. | 20. | 33. | 38.} 52.! ¢.528
9. 1150 2.65 4 2.715.71 6300 344 4C.%1 42, 58,1 2.937

-
i

%
O

0.85]1 1.85 | 17.7| 3.3} 59. | 36. | 36. | 4O.| 69.] 0.596
il. 0.401 1.40 1 13.0] 3.3 5403 28] 34.3¢| 36,1 62.1 1.691
i2. 0.85) 1,60 | 13.7| 4.0} 615. | 43. 1 33. | 37.175.} 1.813
13. 0.25] 1.00} 4.01 5.0 602. { 40. | 33. | 40.} 64.| 0.598
4. 0.18] 8.68 1 11.3| 4.31364. | 11. | 29. | 25.| 66.] 1.704
15. 0.10} 0.35113.7) 3.7 551. | 32. | 34. | 38.) 83. 0.520
16. 0.851 1.60) 3.7] 6.0} 428. | 21. | 28. | 35.{ 56.| 1.93¢C
17. 0.85| 1.10{ 15.7] 3.0} 601. | 30. | 43. | 41.] 82.] 0.823
18. 0.851 1.35 ) 4.715.31516. | 27. | 34. | 32.18C.1 1.031

. B ——

"Estimated.
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APPENDIX J-3

Measurements Obtained for Independent Variables
in Phase B of Study
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Root Canonical
Number Rootl
1 .8825
2 L7524
3 7070
L L7027
5 <5945
6 4239
7 3490
8 .2223
9 1793
10 1279
11 .1133
12 .0529
13 .0180

APPENDIX L

CANONICAL ROOTS

Chi
Square
56.745
36.99
32.533
32.148
23.920
14.615
11.377
6.663
5.236
3.628
3.186
1.441
0.482

Degrees of

Freedom

25

184

Rejection
Probability

.001
.035
054
.032
124
.519
.580
.826
814
.822
674
.700
.505

1The canonical correlation coefficient is equal to the square root

of the canonical root.
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APPENDIX M-1

ELIMINATION OF VARTABLE MEASURES

Certain variable measures were included in the study which by
definition were not independent of each other. Another source of over-
lapping measurement was that of using more than one instrument to measure
a particular variable. While these measures are independent and may not
measure entirely the same characteristic (such as intellective aptitude)
inclusion of more than one measure would tend to suggest a stronger
relationship through canonical analysis than may actually be present.
Thus, the dangers of inclusion seemed greater in certain cases, than
those of exclusion.

These non-independent and overlapping measures were included in
order to obtain the most promising set for analysis. If all were included
in the canonical analysis of the data there would be a tendency to end
up with canonical correlation coefficients much higher than might actually
be present. Of course, there can be similar dangers in leaving out
measures that contribute to the relationships. The measures eliminated
represent an attempt to eliminate only those where inclusion might tend
to overstate an apparent relationship and whose exclusion did not appear
to leave out any meaningful degree of explanation.

Six independent variable measures were not analyzed beyond the simple
correlations shown in Appendix K., The specific factors leading to the
exclusion of these measures in the canonical analysis are indicated
below. !

Since ARAC experience (1) is a component of total professional

experience (2), the inclusion of both measures would tend to distort
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upward the observed relationship between the independent and dependent
variable sets.* ARAC experience was used in the analysis based on a
comparison of the correlations in Appendix K.

Performance rank (3) and performance index (4) are overlapping
measures of job performance. Based on the nature of the measurement and
simple correlations with each of the dependent measures, the performance
index measure was selected for the analysis.

The ATGSB (5, 6, and 7) and Wonderlic (8) measures both seek to
measure intellective aptitude. Although they are not completely similar
they appear to overlap considerably. In view of this, the Wonderlic score
was selected as the measure of intellective aptitude for analysis of the
data. Another factor in favor of this choice was that ATGSB scores were
not available on three of the subjects. It is important to note that
such an exclusion runs the risk of not including an explanatory influence
not contained in the second measure.

The man-hours invested (14) and rating (13) measures of task scope
and complexity seek to measure the same variable. The man-hours measure
was eliminated for two reasons. First, the rating measure, using simple
correlations as a guide, seemed to>be the best of the two. Secondly, the
man-hours invested measure is highly correlated with the dependent measures
of search, evaluation, and integration investment which, by definition,
should be expected.

Eleven dependent variable measures were not included in the canonical
analysis of data. The reasons for excluding these measures are indicated

below.

) *The.numbers in parentheses refer to the variable measures as listed
in Appendix M-=2.
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Total sources sought (1), total search hours (4), number of infor-
mation elements processed (6), competency and reliability--mean rating of
total elements processed (9), relevance to task-mean rating of total
elements (12), image state conflict—-mean rating of total elements (15),
evaluation investment (average hours/rejected element (19) and average
hours/accepted element (20)), and‘integration investment in total hours
(23) werc eliminated because they were by definition not independent of
other measures which were retained in the analysis.

The measure used for the change in image state index (21) was by
definition the difference between the image state at the outset of the
task (an independent variable) and the image state at the completion of
the task. If the image state at the end of the task is assumed to be
perfect (zero), then the image state change is equal to the value at the
outset of the task. This resulted in both the independent and dependent
variable measures being equal. Accordingly, the dependent measure, image
state change was excluded from the analysis.

Conceptually, relevance to task (13 and 14) and contribution to
result (22) were intended to measure different things. However, contact
with the subjects during the study indicated that they could not, in
fact, distinguish between the two. The correlation between relevance of
accepted elements (14) and contribution to result of accepted elements
(22) was 0.781 as indicated in Appendix K. For these reasons the contri-
bution to result measure was not included.in the canonical analysis of
thevdata..

The basic data collected in the study are shown in Appendix J.



APPENDIX M-2

Variables and Measures Used in Investigating Relationships
(Measures Used in Canonical Analysis are Underlined)

VARIABLES MEASURES USED
INDEPENDENT SET

INDIVIDUAL
P1 - Experience 1. ARAC Experience
2. Total Experience (Professional)
P, - Job Performance 3. Performance Rank
L.  Performance Index
P3 ~ Intellective Aptitude 5. ATGSB Total Score
6. ATGSB Verbal Score
7. ATGSB Quantitative Score
8. VWonderlic Score
Ph - Risk-Taking Propensity 9. RTP Index
P5 - Information~Processing
Efficlency 10. IPE Index
TASK®
T;, -= Time Span 11. Days
T5 - Precision of Definition 12. Rating
T¢ = Scope and Complexity 13. Rating
14. Technical Man-hours Invested
Ty = Result 15. Rating

INDIVIDUAL/TASK (Joint)

J, - Image State for Task 16, Image State Index
J, - Interest in Task 17. Interest Rating
J3 - Uncertainty of Outcome 18, Probability Estimate (Outcome)

Jj, = Ordinal Position of Task : 19. Rank of Task

*Relationships for variables T;, T2, and T3 were not investigated.
For further discussion see Chapter 4. Variables T2 and T3 were constant
for the LO tasks included in the study.
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APPENDIX M-2 (Continued)

VARIABLES

MEASURES USED

DEPENDENT SET

SEARCH PHASE

I, - Sources Sought

12 - Search Investment

RECEIPT PHASE¥
EVALUATION PHASE

(These measures were included
for control purposes)

I4 ~ Competency/Reliability

17 - Relevance to Task

Ig ~ Image State Conflict

I9 - Evaluation Investment

INTEGRATION PHASE
IlO - Image State Change
I11 - Contribution to Result

112 -~ Integration Investment

*As explained in Chapter 4,
included in the study.

lo
20
30

L.
5.

7.
8'

9.
10.
11.

13.
Mo

15.
16.
17.

18.

19.
20.

21.

23.
2L¢

Total Sources
Internal Sources
External Sources

Total Search Hours
Average Hours/Source

Number of Elements

Number Rejected
Number Accepted

Mean Rating - Total Elements

Hean Rating - Rejected Elements
Mean Rating - Accepted Elements

Mean Rating ~ Total Elements

Mean Rating - Rejected Elements
Mean Rating - Accepted Elements

Mean Rating - Total Elements
Mean Rating - Rejected Elements
Mean Rating - Accepted Elements
Total Evaluation Hours

Average Hours7Rejected Element
Average Hours/Accepted Element

Change in Image State Index

Mean Rating -~ Accepted Elements

Total Integration Hours
Average?kccepted Element

variables I3 s Ih’ and 15 were not
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APPENDIX N

Canonical Weights for Measures
in the 3 x 13 System of Variables

Canonical
Variable Measures Weight
INDEPENDENT SET
Information-Processing Efficiency Index <413
Image State Index .5781
Result Rating 3411
DEPENDENT SET
Sources Sought (Internal) +5507
Sources Sought (External) «2239
Search Investment (Hours/Source) .1840
Rejected Elements Processed ~-.0382
Accepted Elements Processed -.3543
Competency/Reliability (Rejected Elements) «2960
Competency/Reliability (Accepted Elements) -.1162
Relevance to Task (Rejected Elements) .0386
Relevance to Task (Accepted Elements) -.2798
Image State Conflict (Rejected Elements) - 4410
Image State Conflict (Accep‘ged Elements) .3189
Evaluation Investment (Hours) .0041

Integration Investment (Hours) - .0933
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